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A Short Note on Solving Partial Differential
Equations Using Convolutional Neural Networks

Viktor Grimm, Alexander Heinlein, and Axel Klawonn

1 Introduction

Solving partial differential equations (PDEs) is a common task in numerical math-
ematics and scientific computing. Typical discretization schemes, for example, fi-
nite element (FE), finite volume (FV), or finite difference (FD) methods, have the
disadvantage that the computations have to be repeated once the boundary condi-
tions (BCs) or the geometry change slightly; typical examples requiring the solution
of many similar problems are time-dependent and inverse problems or uncertainty
quantification. Every single computation, however, can be very time consuming,
motivating the development of surrogate models that can be evaluated quickly.
There exist some possible surrogate models, including linear reduced order mod-
els [9, 21, 26, 29] and neural network-based models [6, 7, 8, 14, 19, 22, 24, 25].

In this work, we will discuss an approach for predicting the solution of bound-
ary value problems using convolutional neural networks (CNNs). This approach is
particularly interesting in the context of surrogate models which predict the solution
based on a parametrization of the model problem, for instance, with respect to vari-
ations in the geometry or BCs; cf. Fig. 1 for a sketch of the CNN-based surrogate
modeling approach. If the parametrization is high-dimensional, that is, if it consists
of a large number of parameters, neural network-based approaches are particularly
well-suited since they are know to be able to overcome the curse of dimensional-
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Fig. 1 Exemplary CNN-based surrogate model. The first block transforms the problem parametriza-
tion into a low-dimensional representation (latent representation) of the solution, and the right part
of the model decodes the corresponding image of the solution field.

ity [4, 17]. In [5, 6, 15], a CNN model has been trained to predict stationary flow
inside a channel with an obstacle of varying geometry; the model is trained in a purely
data-based way using high-fidelity simulation data.

Here, we use a physics-based loss function in the CNN approach, that is, we
optimize the network with respect to the residual of the partial differential equation
(PDE) as well as the BCs of the BVP; this is also denoted as physics-informed or
physics-aware machine learning (ML). Therefore, our approach is related to physics-
informed neural networks (PINNs), which have been introduced in [28] and are
an extension of the pioneering work [20]. However, different from [20, 28], we
employ a finite difference-based discretization inside the loss function and predict
the coefficients using a CNN. In the classical PINN approach, however a dense neural
network (DNN) is employed as the discretization, and the derivatives are computed
exactly via the backpropagation algorithm.

Physics-informed CNN approaches have already been considered. In particular,
in [31], a model for predicting the solutions of the stationary diffusion equation for
a single fixed geometry but varying BCs, encoded as an input image, is proposed.
In [10], the authors employ a physics-based CNN model for predicting incompress-
ible Navier–Stokes flow in parameterized geometries that is, the exact placement of
the boundaries of the geometries depend on a parameter. More recently, the authors of
this work have extended the previous approaches to a physics-aware CNN for predict-
ing incompressible Navier–Stokes flow in more general geometries and also varying
boundary conditions; cf. [13]. For further works on CNN-based surrogate models
for the approximating the solutions of PDE, see, for instance, [7, 8, 11, 22, 25]. Fur-
thermore, for scientific machine learning (SciML) overview papers with a broader
scope and additional references on related approaches, we refer to [3, 35].

In this paper, we will compare the accuracy and convergence of a CNN model,
optimized using a (stochastic) gradient descent-type method using a physics-based
loss function, with a classical FD discretization, solving the resulting discrete linear
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system of equations using an (unpreconditioned) conjugate gradient (CG) method,
for a simple stationary diffusion problem. In order to focus on these aspects and
remove any other complexities, we focus on a single problem configuration, that is,
we neglect the encoder part in Fig. 1 and focus on training the decoder path. The paper
is organized as follows: In Section 2, we introduce our stationary diffusion model
problem and the simple difference discretization employed. Then, in Section 3, we
briefly discuss how to solve the resulting discrete system of equations using the CG
method as well as how to optimize a CNN model for predicting the same solution.
Finally, we compare the performance of both solution frameworks with respect to
accuracy and convergence in Section 5.

2 Model problem and discretization

Finite difference discretization

Let us consider a simple stationary diffusion problem on computational domain
Ω := [0, 1]2: find a function 𝑢, such that

−Δ𝑢 = 𝑓 in Ω,

𝑢 = 0 on 𝜕Ω,
(1)

where 𝑓 is some right hand side function. We discretize (1) using FDs. In particular,
we consider a uniform grid Ωℎ =

{
(𝑥𝑖 , 𝑦 𝑗 )𝑖, 𝑗

}
with 𝑥𝑖 := 𝑖ℎ and 𝑦 𝑗 := 𝑗 ℎ, the step

size ℎ = 1/𝑛, and 𝑢𝑖, 𝑗 := 𝑢(𝑥𝑖 , 𝑦 𝑗 ). Using a central difference scheme, we obtain the
following approximation of the Laplacian:

Δ𝑢(𝑥𝑖) ≈
𝑢𝑖+1, 𝑗 − 2𝑢𝑖, 𝑗 + 𝑢𝑖−1, 𝑗

ℎ2 +
𝑢𝑖, 𝑗+1 − 2𝑢𝑖, 𝑗 + 𝑢𝑖, 𝑗−1

ℎ2 . (2)

Hence, the discrete form of (1) corresponds to the sparse system of linear equations

𝐴𝑢 = 𝑓 . (3)

with a symmetric positive definite (SPD) matrix. Here, for simplicity, we use the
same symbol for the solution and right hand side as in (1).

Reformulation of the finite difference problem via the cross-correlation

Before we explain our physics-based network model, let us discuss how (3) can be
written equivalently using the cross-correlation operation

(𝐼 ∗ 𝐾)𝑖 𝑗 =
∑︁
𝑚

∑︁
𝑛

𝐼𝑖−𝑚, 𝑗−𝑛𝐾𝑚,𝑛,
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where 𝐼 and 𝐾 are two matrices. For simplicity, we omit the the range of the sums,
and regard each matrix coefficient as zero which is outside the range of indices.
Note that the discrete convolution and cross-correlation operations are related in the
sense that one can be obtained from the other by transposition. Moreover, the cross
corelation is actually implemented as the operation of convolutional layers in NN
libraries; cf. [12, Section 9.1].

Now, let 𝑈 =
(
𝑢𝑖, 𝑗

)
𝑖, 𝑗

and 𝐹 =
(
𝑓 (𝑥𝑖 , 𝑦 𝑗 )

)
𝑖, 𝑗

be 𝑛 × 𝑛 matrices resulting from
re-arranging the solution and right hand side vectors in (3). Then, we obtain

𝐴𝑢 = 𝑓 ⇔ 𝑈 ∗ 𝐾 = 𝐹, (4)

where ∗ is the cross-correlation operation and 𝐾 is given by

𝐾 =
1
ℎ2

©«
𝐾−1,−1 𝐾−1,0 𝐾−1,1
𝐾0,−1 𝐾0,0 𝐾0,1
𝐾1,−1 𝐾1,0 𝐾1,1

ª®¬ = 1
ℎ2

©«
0 1 0
1 −4 1
0 1 0

ª®¬ , (5)

which is also denoted as the kernel matrix or filter. This can be easily seen by
comparing the coefficients in (2), (5). Only for enforcing the boundary conditions
for certain coefficients or pixels, respectively, the kernel 𝐾 has to be modified,
as is standard in the implementation of boundary conditions in finite difference
discretizations.

3 Solving the finite difference problem using classical methods
versus using convolutional neural networks

Efficient classical numerical solvers

Since our model problem, that is, stationary diffusion on the unit square, is arguably
one of the most investigated problems for the development of solvers, there is a wide
range of efficient solvers for (3). Hence, we keep this discussion rather short. A stan-
dard solver for systems with an SPD matrix is the conjugate gradient (CG) method.
The convergence of the CG method is determined by the spectrum of the matrix,
and in particular, it can be bounded in terms of the condition number of the system
matrix 𝐴, which scales with 1

ℎ2 for our model problem. The ℎ dependence of the
convergence of the CG method can be fixed by acceleration using preconditioners,
such as domain decomposition [32] and multigrid [33] methods, to name just two
popular classes of efficient and scalable preconditioners for (3).

For the purpose of comparing numerical solvers against a closely related ML
approach for solving a stationary problem, we will use the CG method without
preconditioning as the prototypical solver. It would be interesting to include state-
of-the-art preconditioners in our study and discuss if and how preconditioning could
be applied in the optimization of the CNNs. However, this is out of the scope of this
short paper, and therefore, we will leave this to future research.
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A finite difference solver based on convolutional neural networks

Solving (3) corresponds to finding the coefficients 𝑢𝑖, 𝑗 , which are structured based
on the uniform grid Ωℎ =

{
(𝑥𝑖 , 𝑦 𝑗 )𝑖, 𝑗

}
. We can simply interpret the discrete solution

as a pixel image, with each pixel corresponding to one coefficient in the solution
vector 𝑢. Hence, in several works, CNNs, which are very effective in image process-
ing, have been trained to learn the discrete solution of a partial differential equation;
cf. Fig.1 for a sketch of this approach and the discussion below. In practice, as we
will also see in Section 5, this approach is not competitive for solving a single BVP.
However, when used as a reduced order model for a parametrized model problem
(e.g., with respect to the geometry), the higher computing costs for the training can
be justified if the solutions of multiple BVPs can be predicted using a single model.

Here, we focus on training a neural network using a physics-informed, sometimes
also referred to as physics-aware or physics-constraint, approach. Then, a neural
network NN is trained to minimize the norm of the residual of the differential
equation, i.e.,

‖ΔNN + 𝑓 ‖2
Ω + ‖NN‖2

𝜕Ω → min,

where ‖·‖Ω and ‖·‖𝜕Ω are some norms defined based on collocation points inside the
domain Ω and on the boundary 𝜕Ω; as mentioned in Section 1, this corresponds to
the classical PINN approach if a dense NN is used as the discretization. If the output
of the neural network corresponds to an image, that is, if the output data is a discrete
vector on the uniform grid Ωℎ =

{
(𝑥𝑖 , 𝑦 𝑗 )𝑖, 𝑗

}
, we can employ an FD scheme to

formulate the residual of the PDE, resulting in

‖𝑏 − 𝐴 · NN‖2
2 → min, (6)

where the term corresponding to the boundary conditions vanishes since they are
hard-coded within the matrix 𝐴. Note that this can be efficiently implemented in
state-of-the-art ML libraries, such as Tensorflow: the matrix 𝐴 does not have to be
assembled, but it can be applied in a matrix-free fashion by using the FD stencil (2)
as a fixed kernel in a convolutional layer and applying it to the output of the network;
cf. the discussion in Section 2.

We note that solving (6) directly for 𝑢 is equivalent to solving the least-squares
problem corresponding to (3), which amounts to solving the normal equations

𝐴>𝐴𝑢 = 𝐴>𝑏. (7)

The system matrix 𝐴>𝐴 is still SPD, so (7) can also be solved using the CG method.
However, the convergence will be much slower, as the condition number

𝜅
(
𝐴>𝐴

)
= 𝜅 (𝐴)2 .

The situation is changed further once 𝑢 is replaced by a neural network NN .
Hence, minimizing the loss function with respect to the network parameters 𝜃 does
not correspond to solving a linear system anymore. Moreover, the loss function is, in
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Fig. 2 Exemplary model
architecture with a depth of
four levels, resulting in 8 × 8
feature maps on the deepest
level. Each level is composed
of convolutions (orange),
strided convolution (red),
upsampling (blue) and/or
concatenation (grey) layers. In
total, this model has 834 627
parameters.
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general, not even a convex function with respect to the network parameters anymore.
Thus, in addition to solving a problem (6) that has a significantly worse conditioning
than the original problem (3), we cannot use the CG method let alone another Krylov
subspace method anymore.

Minimizing (6) with respect to the network parameters, which is also denoted as
training the neural network, is usually performed using either a variant of stochastic
gradient descent (SGD), such as the Adam (adaptive moments) optimizer [18], or
a second order quasi-Newton method, such as L-BFGS [23]. Those optimizers and
their parameters are typically chosen based on heuristics, which clearly shows that,
at this point, we have lost most of the properties of the original problem (3) beneficial
for a numerical solver.

Extension to more complex problems

Even though, in this paper, we focus on a linear problem on a simple square domain,
our approach can be extended to nonlinear problems on more general geometries
in a straight-forward way. In particular, the linear operator 𝐴 in (6) can be easily
replaced by a nonlinear operator 𝐹, which yields the minimization problem

‖𝑏 − 𝐹 (NN)‖2
2 → min . (8)

In particular, in the CNN approach for a nonlinear PDE, the operator 𝐹 corresponds
to the finite difference discretization of the nonlinear differential operator of the PDE;
cf. [13] for the application to the Navier–Stokes equations. Even though it cannot be
directly implemented using a simple cross-correlation anymore, it can typically be
written as a composition of cross-correlations and element-wise tensor-operations.
Hence, it can still be easily and efficiently implemented using optimized functions
from state-of-the-art deep learning libraries. To extend the approach to more complex
geometries, boundary conditions have to be implemented for the corresponding
output coefficients or pixels, respectively. A parametrization of the problem, for
instance, with the respect to the geometry, can be incorporated via the input of
the CNN; cf. Figs. 1 and 2. For more details, we refer to [13].
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4 Network architecture and hyper parameters

As is usual in the context of NNs, the training performance and prediction accuracy
of model strongly depend on the choice of the hyperparameters, which include
the specific network architecture and parameters of the optimizer. In advance of our
numerical study, we have carried out a detailed hyperparameter optimization to obtain
a good performance of the CNN models. In particular, we used the optimized model
for more complex computational fluid dynamics problems with varying geometries;
cf. [13]. Similar to [5, 6, 15], in [13], the CNN model is employed as a reduced
order surrogate model for varying geometries. As a result of the hyper parameter
optimization, we ended up using an architecture which is inspired by the U-Net [30];
cf. Fig. 2. The model is composed of an encoder and a decoder part, each consisting
of several levels. The corresponding levels of the encoder and decoder are connected
with skip connections. Here, each level of the encoder part consists of a convolutional
layer with an increasing number of 3×3 filters and a downsizing convolutional layer
with 2 × 2 filters and stride of 2. In the decoder part, each level consists of a normal
3 × 3 convolutional layer, a concatenation layer for the skip connections and an
up-sampling through nearest-neighbor interpolation layer.

In the hyper parameter optimization, we varied the activation function, the number
of filters in the convolutional layers as well as the number of levels of the U-Net type
architecture. Moreover, we performed numerical experiments for different learning
rates, indicating the best performance for GD with a learning rate of 10−5 and for
Adam with a learning rate of 5.0 · 10−5. For more details on the hyper parameter
optimization, we refer to [13].

In this paper, we focus on the effect of different solvers rather than the effect of
different choices of the neural network architecture. In this sense, our major concern
was to obtain a model architecture which is sufficient for approximating the solu-
tion of our the considered model problem. As we can observe based on the results
in Section 5, this is the case for our model. In fact, the number of parameters and
the model capacity could probably be reduced significantly for this model problem,
at the cost of an additional hyper parameter optimization. Of course, a variation of
the hyperparameters could have some impact on the convergence results in Section 5
but it is not obvious how to take the hyperparameter optimization into account in
the comparison in a fair way. Moreover, we do not expect a major difference in the
performance of the different approaches when varying the hyper parameters.

5 Numerical results

In this section, we compare different solution methods for an FD discretization of (1).
In particular, we employ the gradient descent (GD) and conjugate gradient (CG)
methods for the original equations (3) as well as the normal equations (7) arising
from a least-squares formulation of the problem. We compare those results against
training a CNN to predict the coefficient vector using the GD and Adam [18] meth-
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Fig. 3 Convergence of the GD, CG and Adam methods for the original linear equation system (3)
and the least-squares problem eq. (6) for the FD discretization 𝑢 and the CNN 𝑢𝑁𝑁 . Comparison
of the absolute and relative residuum ‖𝑟𝑘 ‖2 / ‖𝑟0 ‖2 where 𝑟𝑘 = 𝑏 − 𝐴𝑢𝑘 , and the relative error
‖𝑢𝑘 − 𝑢∗ ‖ / ‖𝑢∗ ‖.

ods for the physics-informed loss function, which corresponds to the least-squares
formulation (6). All CNN computations were performed on NVIDIA V100-GPUs
with CUDA 10.1 using python 3.6 and tensorflow-gpu 2.4 [1].

For our experiments, we choose 𝑓 = 2𝜋2 sin(𝜋𝑥) sin(𝜋𝑦) as the right hand side.
The resulting BVP has the analytical solution 𝑢∗ = sin(𝜋𝑥) sin(𝜋𝑦), which we use
as the reference. In this work, we exlusively consider an FD discrezation of the
computational domain Ω with 𝑁 = 128 grid nodes in each direction; this results in
a total problem size of 16 384 nodes or degrees of freedom, respectively. For the
classical methods, we use a fixed but random initial guess, the parameters of the
CNNs are randomly initialized using the He normal initialization [16]. We compare
the convergence of the methods via the squared relative residual ‖𝑟𝑘 ‖2/ ‖𝑟0‖2, which
corresponds to a relative mean squared error (MSE). For the classical numerical
methods, we stop the iteration once a tolerance of 10−12 for the relative residual or
an iteration count of 250 k iterations is reached. The CNNs are always trained for
250 k iterations or epochs.

We compare the relative residuals for the various methods applied to the standard
and normal equations in Fig. 3. As expected, the CG method applied to the standard
equation (CG-SE) converges the fastest after 221 iterations; note again that the con-
vergence could be significantly improved using preconditioning techniques. The CG
method applied to the normals equation (CG-NE) converges within 7 737 iterations,
the GD method on the original equation (GD-SE) in 15 811 iterations. The GD
method on the normal equations (GD-NE) does not converge within 250 k iterations
and reaches a relative residual of 5.2 · 10−7 at termination of the iteration.

As can be seen in Fig. 4d, the GD-NE solution, which has not converged within
250 k iterations, has a large relative 𝐿2-error of 34 % compared with the analytical
solution. For CG-SE, CG-NE, and GD-SE, we obtain errors of 0.008 %, 0.02 %,
and 0.15 %, respectively, at convergence. In terms of convergence with respect to the
relative squared residual norm, the ML approaches perform worse. Both ML-GD
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(a) CG-SE (b) GD-SE (c) CG-NE (d) GD-NE (e) ML-GD (f) ML-Adam

Fig. 4 The solutions (top row) achieved with the various methods and the corresponding erorrs
(𝑢∗ − 𝑢) (bottom row) w.r.t the analytical solution at the grid nodes.

and ML-Adam do not achieve a relative tolerance of 10−12 and the training is stopped
after 250 k iterations/epochs with a final relative residual of 1.5 · 10−7 for ML-GD
and 3.1 ·10−8 for ML-Adam. Nonetheless, we achieve relative 𝐿2-errors of 0.7 % for
ML-GD and 0.02 % for ML-Adam. These are significantly lower than for GD-NE,
even though the methods terminate at a similar relative residual. In fact, the accuracy
is within one order of magnitude of the CG solutions and even better than the GD-SE
solution; cf. also Fig, 4.

Spectral bias in the CNN training

Let us discuss why, in comparison, the error may be much lower for the CNN
compared to the classical numerical solvers for a residual in the same order of
magnitude. In particular, for the error 𝑒 and the residual 𝑟 , we have

𝐴𝑒 = 𝐴(𝑢∗ − 𝑢) = 𝑏 − 𝐴𝑢 = 𝑟

Hence, of course, the relation of ‖𝑒‖ and ‖𝑟 ‖ depends on how the error decomposes
into eigenfunctions of high/low eigenvalues. Since the CNNs were able to achieve
comparatively low error while exhibiting higher absolute and relative residual, es-
pecially compared to the CG solutions, this suggests that the corresponding error is
mainly composed of eigenfunctions corresponding to high eigenvalues. In particular,
this implies that the CNNs exhibit some form of spectral bias, i.e., that they tend to
learn eigenfunctions corresponding to low eigenvalues. Note that the spectral bias
has been previously studied for DNNs [2, 27] and for PINNs [34]. However, to the
best of the authors’ knowledge, it has not been studied for the physics-informed CNN
approach considered here. A more detailed study is out of the scope of this paper
but will be discussed in future research.
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6 Conclusion

In this work, we have compared physics-informed CNNs with classical methods for
solvinge PDEs on the example of the stationary diffusion problem. We have shown
that solution methods that take advantage of properties of the problem, such as the
CG method, outperform the ML approach both in the accuracy achieved and in
the speed of convergence. Yet, the ML solutions learned were within an order of
magnitude of the CG solutions, i.e., they were not infeasible. But the much slower
convergence coupled with the need for hyperparameter optimization as well as the
heuristic nature of the choice of method parameters argue for the use of classical
methods. Nonetheless, with an ML approach it is possible to include parameters,
such as boundary conditions, geometry, etc., as input. In such cases, ML approaches
are superior to classical methods and thus there is a sound reason again to use
them. The extension of this study to more complex problems, the incorporation of
preconditioning, as well as a more detailed discussed of the spectral bias will be the
subject of future research.
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