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9
MACHINE LEARNING 

ALGORITHMS AND PUBLIC 
DECISION-​MAKING

A conceptual overview

Floris van Krimpen, Hans de Bruijn and Michela Arnaboldi

Introduction

This chapter is about the use of machine learning (ML) algorithms in public sector decision-​making. 
Much has been published in recent years on the role ML can play in decision-​making processes. 
Practical examples are decision-​making processes to identify tax fraud, to support decision-​making 
regarding early release from prison (Berk, 2017), and to prioritize supervision activities (Lorenz, Erp, 
& Meijer, 2022). Public decision-​making has several special characteristics, which can have a signifi-
cant impact on the effectiveness or legitimacy of algorithm usage.

Why public decision-​making matters. First, decisions by governments are often high-​impact 
decisions for citizens and organizations. A licence may or may not be granted or an organization may 
or may not be faced with an enforcement agency. Second, citizens and individuals often have no exit 
option (they cannot divert to other parties) because these decisions are based on authority, which 
only governments have. Third, because of this dominance of governments, public decision-​making is 
bound by particular procedural principles, including transparency, explainability and accountability. 
Algorithmic decision-​making can be at odds with these principles –​ for example, it is not always suf-
ficiently transparent about which data led to which decision (Burrell, 2016).

The multiple layers of public decision-​making. Public decision-​making can involve at least two 
levels: 1) An individual level. Government decisions can relate to individual citizens or organizations. 
A government may impose a tax charge, provide a benefit or grant a permit. Decision-​making on 
these matters, especially when large numbers of decisions have to be made, is often data-​intensive 
and algorithms play an important role. 2) A collective level. This involves strategic decisions or 
policy decisions. An enforcement agency has limited capacity and thus has to make strategic choices 
about which potential lawbreakers to target. Algorithmic decision-​making can play an important role 
in these choices. The same applies to policy-​making processes. The development of policies is data-​
intensive and so algorithms can be an important vehicle for effective decision-​making.

The ambiguities of public decision-​making. Some public decisions have an unambiguous struc-
ture: if one or more conditions are met, a particular decision follows. Decision-​making is self-​
executing. For instance, anyone breaking the speed limit will be fined a certain amount. But many 
decisions –​ both individual and collective –​ are not self-​executing. They are decisions that come 
with ambiguity: the data and information used can be questioned, and normative questions about 
fairness and equality, for example, often come into play. When a law enforcement agency decides to 
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conduct additional scrutiny of certain companies, the question can be asked whether this decision is 
based on the right data and whether the decision is fair to these companies. When a welfare benefit 
is denied, the question can also be asked whether the right information was available and whether 
the denial was proportionate. These ambiguous issues are also known as “wicked problems” (Head, 
2019; Hisschemöller & Hoppe, 1995; Rittel & Webber, 1973). Public decisions can thus have the 
above characteristics –​ high impact, no exit option, special procedure requirements –​ and also involve 
wicked issues. This makes the question of the effectiveness and legitimacy of algorithm use even 
more urgent.

The importance of public decision-​making characteristics. The literature related to ML algorithms 
in the public sector is growing. Some scholars have started to study algorithms for public decision-​
making (Hartmann & Wenzelburger, 2021; van der Voort, Klievink, Arnaboldi, & Meijer, 2019) and 
have made comments about legitimacy issues with the introduction of ML algorithms (König & 
Wenzelburger, 2021; Veale & Brass, 2019), but the current literature lacks fails to recognize the 
importance of the characteristics of public decision-​making and to discuss how these peculiarities 
need special attention when ML algorithms are used in decision-​making processes. Furthermore, the 
inherent tension that exists between the wickedness of public decision-​making and the use of ML 
algorithms is underexplored.

This chapter focuses on the question of what the wicked nature of public decisions means for the 
use of ML algorithms. To answer this question we carried out a narrative literature review of the state 
of the art of ML algorithms in the public sector. We squared this review with literature that discusses 
the specificities of public sector decision-​making discussed in section 2. This literature includes 
studies such as those by Cohen, March and Olsen (1972). De Bruijn and Ten Heuvelhof (2018), and 
Teisman, 2000. This chapter aims to synthesize the knowledge related to our main question and bring 
additional theoretical concepts to the world of public sector decision-​making with ML algorithms.

The remainder of this chapter is structured as follows. In the next section, we elaborate our theor-
etical framework, pointing out characteristics important for public decision-​making. The third section 
illustrates our methodology. Then, the results of our review are presented. The fifth section discusses 
the meaning of those results in light of current literature. Finally, the sixth section concludes the 
chapter.

Machine learning and public decision-​making: type 1 and type 2 decisions

ML is a technology that has gained a lot of popularity in the past decade and is being discussed 
as an instrument that will have a profound effect on the economy and workforce (Brynjolfsson & 
Mitchell, 2017). ML is defined as “a core branch of AI that aims to give computers the ability to learn 
without being explicitly programmed” (Samuel, 2000). Essentially, ML is the capability of software 
or a machine to improve the performance of tasks through exposure to data and experience (Luxton, 
2016). A typical ML model first learns the knowledge from the data it is exposed to and then applies 
that knowledge, for example, to make predictions. While the adoption of ML-​based technologies is 
already becoming widespread in the commercial sector, the public sector is lagging behind in com-
parison (Desouza, Dawson, & Chenok, 2020). However, attention has been growing and investment 
in technologies that are based on ML has been one of the most important strategies of the public sector 
in several countries around the world in recent years (Sousa, Melo, Bermejo, Farias, & Gomes, 2019).

Regardless of the type of application, ML implies the definition of a decision-​making process 
concerning a problem. Even in simple applications, such as automated responses, ML applications 
“decide” how to respond in the face of specific questions posed by the users. The level of criticality 
of the decision-​making process is, however, higher or lower depending on the type of problem faced.

The literature on public decision-​making distinguishes between two types of problems, which 
we call type I and type II problems here. We hereby briefly explain the distinction between the two 
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problems to set the background for the literature review. An overview of these distinctions related 
to decision-​making is provided in Table 9.1. The premise of the research reported in this chapter is 
that ML-​based decision-​making might lend itself mainly to type I decisions. However, decision-​
making often involves type II problems–​ and the question is what this means for valuing algorithmic 
decision-​making. There are four fundamental differences between the two when making decisions 
(De Bruijn & Ten Heuvelhof, 2018).

First, type I decision-​making involves structured problems. A structured problem can be unam-
biguously defined and therefore often has one best solution. Type II decision-​making involves unstruc-
tured or “wicked” problems. The problem is ambiguous and can sometimes be defined in completely 
different ways –​ or even be seen as a non-​problem (Head, 2019; Hisschemöller & Hoppe, 1995).

Second, type I decision-​making involves a single problem owner. One-​actor decision-​making 
means that this one actor can decide how to define a problem and what the right solution is. Type 
II decision-​making is multi-​actor decision-​making. Multiple actors are involved in this decision-​
making, who have different values and interests. Moreover, when a problem is wicked, there is a lot 
of room for these actors to come up with their own interpretation and preferred solution (Adam & 
Kriesi, 2007; Klijn & Koppenjan, 2000).

Third, in type I decision-​making, problems are often stable, meaning that there is a problem def-
inition, which does not change. When there are wicked problems in a multi-​actor context, problems 
are often dynamic –​ type II decision-​making. When power relations between actors shift, the problem 
definition may shift –​ and hence the desired solution (De Bruijn & Ten Heuvelhof, 2018).

Fourth, type I decision-​making often proceeds linearly, and type II decision-​making non-​linearly. 
Decision-​making is often a power struggle between actors who adhere to different problems and 
solutions. Such a power struggle involves iterations, accelerations and delays, and redefinition of 
problems and solutions. Decision-​making is a messy process –​ the literature talks about “garbage can 
decision-​making”, “windows of opportunity”, and governance by randomness (Cohen et al., 1972; 
Kingdon, 2011; Teisman, 2000).

The essential difference between type I and type II decision-​making (see Table 9.1) is the structured 
versus the unstructured or wicked nature of problems. When a problem is wicked, a multi-​actor con-
text becomes problematic and decision-​making will be much more dynamic. We, therefore, elaborate 
on the concept of wicked problems here to point out the criticality concerning ML applications.

There are several definitions of wickedness in the literature (Alford & Head, 2017; Head, 2019; 
Rittel & Webber, 1973) that all have their specific perspectives or peculiarities. Most of these 
definitions have in common that they discuss ambiguity related to facts and norms. Therefore, we use 
the definition developed by Hisschemöller and Hoppe (1995) because it captures the essence of what 
wicked problems entail, namely, that they are ambiguous. Table 9.1 has two axes.

1.	 Consensus or dissensus about norms. The question of whether something is a problem or not is  
partly determined by normative views. There may be consensus or dissensus about these normative  
views. Take abortion, for example –​ there are completely different normative views on abortion,  

Table 9.1 � Differences between type I and type II decision-​making

Type I decision-​making Type II decision-​making

Involves structured problems Involves wicked problems
Involves a single problem-​owner Involves multi-​actor decision-​making
Deals with stable problems Deals with dynamic problems
Proceeds linearly Proceeds non-​linearly
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roughly speaking: the pro-​choice and the pro-​life view. An example of normative agreement: the  
value of “equal opportunities” is generally endorsed by all –​ there is consensus that this is a key  
value in democratic societies. Consensus or dissensus may also concern the weighing of a set of  
different values. Usually, in public sector issues, different values have to be weighed (e.g. fairness,  
transparency, affordability, accessibility and cost-​effectiveness). The parties involved may or may  
not agree on the right trade-​off between these values. This issue becomes a crucial point in ML  
development, where criteria for decision-​making and variables of inclusion or exclusion need to  
be set.

2.	 The unambiguity or ambiguity of facts. Do the facts allow only one conclusion? Or are they 
multi-​interpretable –​ and therefore more ambiguous? If someone drives through a red light and is 
flashed, there is an unambiguous set of facts: it is clear which car drove through which red light, 
and when. The constellation of facts might also be more ambiguous. What were the consequences 
of a tax cut? This might be open to debate because there are many intervening variables. Some 
will say that it promoted inequality, and others will say that it led to economic growth and more 
opportunities for everyone. In this case, the impact for ML applications can also appear during the 
operational running of the application, when a new input is arriving or because a new “ambiguous 
category” of user emerges.

Table 9.2 summirizes the two axes, pointing out four quadrants that are discussed below.
In quadrant I, we find structured problems, which in most cases have one right answer (De Bruijn 

& Ten Heuvelhof, 2018). If someone drives through a red light (problem), this person will be fined 
(solution). In quadrant II, the main disagreement is normative –​ we know what an abortion factually 
means, but we disagree about the normative question. In quadrant III, the situation is reversed: nor-
matively speaking, there is consensus, but the disagreement is about factual causes and consequences.

The quadrant on the lower right (quadrant IV) contains wicked problems –​ the essence of which 
is that they have no unambiguous problem definition and no unambiguous solution (Hisschemöller 
& Hoppe, 1995). Every problem definition and solution can be questioned. For example, suppose a 
TSO (an electricity transmission system operator) wants to roll out high-​voltage cables. Different 
stakeholders may have different views on the facts: on the necessity of the cables, given the number 
of customers; on the effects on health; on the impact or the market value of houses close to the cables. 
Furthermore, there are different values at stake –​ economy, ecology, health –​ that require a trade-​off. 
Different stakeholders will have different opinions on the right trade-​off.

Methodology

To investigate and synthesize the knowledge related to the question of what the wicked nature of  
public decisions means for the use of algorithms and to bring additional theoretical concepts to the  
world of public decision-​making with ML algorithms, we carried out a narrative literature review  
(Baumeister & Leary, 1997; Webster & Watson, 2002), which was articulated in these phases: initial  

Table 9.2 � Summary of wicked problems

Facts unambiguous Facts ambiguous

Consensus about norms I
Running a red light

III
Equal opportunities

Dissensus about norms II
Abortion

IV
Roll-​out of overhead power lines
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search and selection of papers; extension of papers portfolio with a snowball approach (Wohlin,  
2014); qualitative paper analysis; discussion among authors and synthesis.

For the selection of papers, we used Scopus, focusing on peer-​reviewed journals, book chapters 
and conference papers; written in English; within the social science area. This latter choice is appro-
priate for the objective of the paper and to have an interdisciplinary range, as this area allows. A sys-
tematic search for eligible studies was not carried out, on purpose, given the blurred boundary of the 
topic under study. However, we comprehensively covered the topic in question.

Search terms included three areas of terms: (i) “machine learning”, “algorithms”, “big data”; 
(ii) “public sector”, “public administration”; (iii) “decision-​making”, “decision”. These terms were 
connected with the Boolean elements “AND” and “OR” iteratively to maximise an ample but focused 
search. The choice to include the third area (iii) was made to make sure the set of literature was 
focused enough to obtain relevant results.

After the first iteration abstracts were read by us, the authors, we started another search with the 
snowball method (Wohlin, 2014). The selection terms were integrated; we also integrated papers 
appearing in the reference list of the first-​round documents (after the screening of the title and 
abstract); we followed authors that emerged as relevant for the topic in the first round. The inclusion 
within the final set was also based on the criteria used for the inclusion in the starting set. However, 
in this step in the process, the abstract, introduction and conclusions of the papers were scanned 
to decide on inclusion or exclusion. Further, exemptions were made for more technically oriented 
papers cited by already included papers. These technically oriented papers serve to better describe the 
concept of ML. Also, exemptions were made for literature that describes core concepts from public 
administration literature helpful to further clarify challenges. Finally, we also searched Google for 
any other material related to the topic under investigation (through the final set of keywords); they 
included policy papers and practitioner reports. This was key to further clarifying concepts with 
empirical examples. The focused selection led to 28 articles.

Figure 9.1 reports the chronological spread. In particular, it indicates that especially from 2016 
onwards, attention has been growing for ML algorithms in the public sector. Based on these statistics, 
it might be argued that after a peak of interest in 2019, attention has declined. However, this could be 
because, especially in the early phases, there has been attention to the broader topics of algorithms or 
AI in the public sector instead of ML specifically.

Data analysis was articulated in two steps. Firstly, we carried out a concept-​centric analysis, guided  
by the elements highlighted in the previous section. The contributions were first classified according  
to their main objectives. The main concepts that appeared within the individual contributions were  

Figure 9.1 � Chronological overview of papers.
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then identified, within the final boundary of the aim of this research. Next, a cross-​sectional analysis  
of the contributions was done to identify recurring and common concepts.

The second step of the data analysis was carried out with a theory-​building aim. We entered 
more specifically into the topic under investigation guided by the framework provided in section 
2 concerning the wicked context of public decision-​making. In this step, researchers need several 
confrontations in pairs and altogether, given that the wicked nature was sometimes present although 
not underlined with this term.

The final discussion led to an overview that distinguishes between different perspectives related 
to decision-​making and ML algorithms in the wicked context of public decision-​making. Firstly, 
decision-​making with algorithms, and secondly, decision-​making about algorithms, divided between 
decision-​making about the development of the ML algorithm and the subsequent use of an ML 
algorithm.

Results

In this section, we discuss the results of the narrative literature review. The issue of decision-​making, 
wicked problems and ML algorithms is a multilayered phenomenon, where a distinction can be made 
between:

(1)  decision-​making with algorithms: an algorithm is used to make a decision;
(2)  �decision-​making about algorithms: decision-​making about (2a) the development of an algorithm 

and (2b) the subsequent use of an algorithm.

Decision-​making with ML algorithms

Most benefits and challenges are described in more generic literature that discusses at both rela-
tively higher and broader levels, such as Katzenbach and Ulbricht (2019); Wirtz, Weyerer, and Geyer 
(2019); and Zuiderwijk, Chen, and Salem (2021). However, also more focused technical papers such 
as Alexopoulos et al. (2019) or Domingos (2012) and papers from legally oriented scholars such as 
Barocas and Selbst (2016); Coglianese and Lehr (2017, 2018); Kroll et al. (2017); and Liu, Lin, and 
Chen (2019) are found within this analysis.

ML algorithms result in better decision-​making

Here we discuss the potential benefits. Within the reviewed literature, the benefits mostly mentioned 
are those of efficiency and accuracy; learning processes; objectivity and innovation; and trust.

Efficiency and accuracy. Two of the most mentioned benefits are efficiency and accuracy. Many 
indicate that AI, in our case ML, can make public decision-​making more accurate (Alexopoulos 
et al., 2019; Eggers, Schatsky, & Viechnicki, 2017) and more efficient (Alexopoulos et al., 2019; 
Domingos, 2012; Mehr, 2017; Zuiderwijk, Chen, & Salem, 2021). Suppose an enforcement agency, 
with its limited capacity, has to select the inspectees they pay attention to. This is a continuous and 
dynamic process. An algorithm can help select the inspectees because it can prioritize cases based 
on a risk score. In this example, the work becomes more accurate because the ML algorithm helps 
select those cases that are most interesting. In essence, the algorithm helps strategically choose these 
cases. Also, the work becomes more efficient because the ML algorithm saves time and resources in 
the process of determining the cases to inspect. This prioritization based on risk score is also one of 
the benefits mentioned by Zuiderwijk et al. (2021) as “risk identification and monitoring benefits”.

Learning processes. ML systems contribute to organizational learning processes. ML systems 
can continuously improve and, in addition, enable team-​based and mixed-​initiative learning. The 
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continuous improvement relates to the fact that ML systems can self-​improve by being fed with 
new historical data (Alexopoulos et al., 2019). Team-​based and mixed-​initiative learning entails that 
ML methods now have the capability of working together with humans. Machines and humans can 
learn together in a mixed way. For example, a machine can extract information from data sets, while 
humans suggest hypotheses to be tested based on the extracted data sets (Alexopoulos et al., 2019). 
Thus, learning occurs in a joint effort between the human and the machine. Often, such benefits are 
a means to an end of becoming more accurate and efficient. However, the notion of public decision-​
making that can be continuously improved and in which new learning mechanisms can occur between 
algorithms and humans should be highlighted.

Objectivity and innovation. The use of ML can also have the benefit of the appearance of object-
ivity (Lorenz et al., 2022). An example here is the use of “robot judges”. Human judges can be biased 
and different judges can, in equal situations, give different rulings. A judge may be tired –​ and this 
may affect a ruling (Crootof et al., 2019). The robot judge can contribute to objectifying judicial 
decisions. Further, this might also give the appearance of innovativeness (Kuziemski & Misuraca, 
2020). The logic goes that a government that relies on innovative, technical tools becomes more 
objective because of the nature of these tools.

Trust. Objectivity and innovativeness, in turn, might increase satisfaction and trust in the govern-
ment (Dwivedi et al., 2021). Governments are bound by being objective. Citizens expect governments 
to treat them equally. The premise is that an objective government treats people equally. Thus, the 
appearance of objectivity and innovativeness contributes to the legitimacy of the government.

Related to benefits, studies points out that ML has the potential to increase the accuracy and 
efficiency of decision-​making. Further, ML algorithms give the possibility to continuously improve 
public decision-​making by facilitating team-​based learning between algorithms and humans. Lastly, 
by the appearance of innovativeness and objectivity, the legitimacy of government and trust in gov-
ernment can be increased.

ML algorithms result in poorer decision-​making

There is also much evidence in the literature that the use of algorithms has significant harmful 
effects. Dwivedi et al. (2021) mention that challenges range from ethical issues, such as the pos-
sibility of discrimination, to matters at the level of technology and technology implementation or 
data challenges. This section discusses the relevant challenges separately. Multiple scholars also 
mention legally related issues such as Dwivedi et al. (2021), Wirtz et al. (2019),and Zuiderwijk 
et al. (2021). Our analysis as well includes this legal perspective, also through elaborating on the 
work of scholars who discuss particular challenges of ML concerning the rule of law, such as 
Barocas and Selbst (2016); Coglianese and Lehr (2017, 2018); Kroll et al. (2017); and Liu, Lin, 
and Chen (2019).

Discrimination. Generally, ethical challenges are mentioned by all the studies we reviewed, and 
discrimination is often the most critical issue. Discrimination refers to making a distinction between 
people or groups of people based on the group, class or category to which those people belong. Thus, 
the challenge of discrimination relates to preventing inequality and unfairness (Thierer, Castillo, & 
Russell, 2017; Wirtz, Weyerer, & Geyer, 2019). Inherent to the nature of ML, if the data the model 
is trained on is discriminatory, then the model will become discriminatory. The prejudice in the data 
becomes “baked into the model”(Barocas & Selbst, 2016). A straightforward example is biased data 
that has racial prejudices. Consequently, the model might be discriminatory.

Lack of transparency. Transparency is also mentioned from multiple perspectives. The argu-
ment is that the opacity of ML systems is a threat to the legitimacy of public decision-​making 
processes (Danaher, 2016). The question becomes whether decisions made or supported by a 

 

 

 

 

 

 

 



Machine learning algorithms and public decision-making

131

potentially opaque system or algorithm are accepted as rightful by those affected by the decisions. 
Furthermore, it raises the issue of whether the current rules of accountability are “fit for purpose”. 
That is, can they cope with new requirements due to ML? Responses from the legal literature 
provide some insight concerning these questions. Coglianese and Lehr (2018) try to answer the 
question whether governing utilizing algorithmic systems can be squared with legal principles of 
governmental transparency. They conclude that the relative inscrutability of ML algorithms does 
not pose a legal barrier to their responsible use by governmental authorities. Also in an earlier 
study, Coglianese and Lehr (2017) state that if ML algorithms are properly understood, their use 
by governmental agencies can fit within legal parameters. However, the opposite response comes 
from Liu et al., 2019. From an examination of the State vs. Loomis case in the US, they conclude 
that the algorithmization of government functions poses a threat to, among other things, transpar-
ency. They show that in this particular case, there was a lack of understanding regarding the effects 
of the implementation of an ML tool and consequently, the necessity to open up the legal black 
box was not present for the defendants. Naturally, also for practitioners, transparency is mentioned 
as a challenge. ML algorithms are often adopted as a black box. The algorithms are opaque and it 
is unclear how the algorithms work, while they are being used for making socially consequential 
predictions (Burrell, 2016).

Lack of accountability. Accountability is a key legal principle in a democracy. An argument 
often made is that transparency is a way of making algorithms accountable. Legal scholars like 
Kroll et al. (2017) mention that they want to challenge the dominant position in the legal litera-
ture. They indicate that solving the challenge of accountability by making algorithms transparent 
is undesirable and not always possible. Rather, we can use technological tools, more specifically 
computational methods, to adhere to legal standards of accountability. They mention the methods 
of software verification, cryptographic commitments, zero-​knowledge proofs and fair random 
choices. These methods can guarantee that decisions are made in an accountable way, without the 
necessity of a fully transparent model. Concerning accountability, Liu et al. (2019) also have their 
say, noting that to solve this challenge, we need to treat seriously the black box problem of these 
algorithms. The black box symbolizes the idea of not being able to look inside the ML algorithm 
(Burrell, 2016).

Breaching privacy. Is the data that is being used actually in line with privacy regulations? 
Concerning this point, Wirtz et al. (2019) mention that this is particularly about whether data from 
individuals is collected and processed with consent from these individuals and in line with existing 
regulations.

Value conflicts. A last challenge, which is particularly relevant but mentioned only scarcely, is 
that of value conflicts. In the case of ML algorithms, conflicting challenges and benefits have to be 
weighed against each other. Choices have to be made that are value-​laden (Veale & Brass, 2019). 
Take, for example, the values of accuracy and data privacy (Arnaboldi, de Bruijn, Steccolini, & 
Van der Voort, 2022). The use of personal data can contribute to the accuracy of public decision-​
making, but there is also the value of privacy that needs to be safeguarded. This value conflict 
requires a trade-​off, which is partly contextual: different contexts may result in different trade-​
offs (De Bruijn, 2021). Other values might be part of the trade-​off, for example, safety, sustain-
ability and equity.

Some of the challenges, such as discrimination (or bias), are related to the data that is the basis of 
the ML algorithms. Data is one of the main building blocks of ML algorithms. A lack of quality and 
quantity of input data (Dwivedi et al., 2021) can affect the quality of public decision-​making. The 
algorithm is only as smart as the data from which it learns (Wirtz et al., 2019). A way to deal with 
discrimination might be to have more and better data that is used to train better algorithms. However, 
with the increasing complexity of ML algorithms, accountability and transparency issues increase. 
This illustrates that challenges are not necessarily solved by better data. Trade-​offs are involved in 
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dealing with such challenges. To complicate matters even more, these trade-​offs are also dynamic, 
meaning that they can change over time.

There is overwhelming evidence that ML algorithms for public decision-​making raise a host of 
issues that need to be addressed. As illustrated, the notion should also be taken into account that many 
of the challenges are closely connected and should be considered interdependent (Wirtz et al., 2019).

Decision-​making about ML algorithms

As stated, the issue of algorithms and decision-​making is a multilayered phenomenon. Algorithms 
can be used to make decisions about wicked problems. Before this, decisions were made on the devel-
opment and use of algorithms.

The development and use of an algorithm is a process in which multiple stakeholders are involved 
(Lorenz et al., 2022; van der Voort et al., 2019; Zweig, Wenzelburger, & Krafft, 2018). Zweig et al. 
(2018) can be described as an eight-​step process: 1) algorithm development, 2) algorithm imple-
mentation, 3) algorithm selection, 4) data collection, 5) data selection, 6) design and training of the 
system, 7) the embedding of the system in the societal process, and 8) feedback. We might be tempted 
to pay particular attention to steps 7 and 8 when the ML algorithm is used for decision-​making –​ but 
these steps are preceded by a whole process of development of the ML algorithm. To understand the 
use in the final steps (7 and 8), the entire process is relevant. At every step in that process, different 
stakeholders are involved. For example, a data scientist has to make a decision about the data to 
include and the algorithm to use. The data has been labelled by someone with domain knowledge. 
Then, a model will be trained on the labelled data. The type of model has to be chosen by someone. 
It might be that a different stakeholder has to determine how the ML tool is embedded into the actual 
daily practice of decision-​makers. With a finished model, a person responsible for decision-​making 
processes in the organization has to decide whether and how the model will be integrated into an 
actual decision-​making process that also involves many actors with different perspectives.

The development of ML algorithms is the result of countless interactions like these and other 
interactions between actors. Because of the many interactions and many ways in which a final ML 
algorithm can be developed, decision-​making processes related to algorithms are very dynamic. 
The “right way” to use an algorithm is a wicked problem; actors will disagree about the right way; 
and actors might gain or lose power, which can make the decision-​making process a very dynamic 
endeavour.

On top of this, algorithms are not stand-​alone objects but are relational. They belong to a larger 
algorithmic system “which involves an intricate, dynamic arrangement of people and code, where 
multiple insiders cooperate and work on the design and implementation of the algorithmic logic” 
(Janssen & Kuk, 2016, p. 374). The more complex this algorithmic system, the less predictable 
algorithm development will be. Algorithms are developed in organizational contexts with different 
intentions and actual effects (Meijer, Lorenz, & Wessels, 2021). In one organization, there might be 
a higher level of digital discretion than in the other (Young, Bullock, & Lecy, 2019). Digital discre-
tion refers to the distinction between human and machine agents and the relationship between these 
two. Numerous other organizational variables might have an impact on the use and impact of ML 
algorithms –​ for example, the degree of operational autonomy, digital competence or organizational 
checks and balances. Thus, algorithms and their effects should be understood as an organizational 
outcome rather than solely based on the technological features of algorithms (Meijer et al., 2021).

A story of amplification

So far so good. Now let’s bring in the element of wickedness. Decision-​making using algorithms 
can lead to better and more poor decision-​making. The use of ML algorithms for type II 
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decision-​making amplifies many of the shortcomings already prevalent within ML algorithms and 
public decision-​making.

Amplification of bias. Algorithms are often biased, and bias might become “baked into the model” 
(Baro-​cas & Selbst, 2016). Now relate this to the concept of wickedness. Decision-​making processes 
related to wicked problems require the weighing of different values. These processes are multi-​actor 
processes and can be power games par excellence, in which the values of the most powerful actors 
will dominate. Suppose a powerful actor values a rigorous approach towards fraud related to govern-
mental benefits and wants to use an ML system to investigate potential fraud. This rigorous approach 
can imply that the value of preventing fraud outweighs other values, for example, proportionality. 
Because of this rigorous approach, there is little room for doubt and someone may be easily marked 
as potentially fraudulent. This rigorous approach will be reflected in the data that an ML model is 
trained on. Thus, because a powerful actor values this rigorous approach, it will be embodied in the 
algorithm.

Amplification of the lack of transparency. Section 2 shows that decision-​making processes are often 
non-​linear –​ decision-​making is an opaque, capricious process and it is not transparent concerning 
what actors have what impact on the ultimate decisions. This is inherent to the wicked character of 
problems and the many actors involved in the decision-​making process. Now, suppose that in this 
process one or more actors use algorithms –​ this does not make the process less opaque. On the con-
trary, since the development of these algorithms was also an opaque process, the decision-​making 
only becomes less transparent. The lack of transparency is amplified.

Amplification of the lack of accountability. Accountability issues might also be amplified. 
Accountability issues in regular public decision-​making relate to the multi-​actor nature of decision-​
making and the problem of “the many hands”. As described before, the introduction of ML algorithms 
adds another layer of hands, namely, that related to the algorithm. In public decision-​making, it is 
not always clear who should be held accountable for particular decisions. When an ML algorithm is 
present in the decision-​making processes, that makes it even harder to talk about accountability. Thus, 
the introduction of the ML algorithm leads to an amplification of the accountability challenge.

Amplification of disputes on value trade-​offs. There is a need for value trade-​offs. The literature 
shows that algorithmic decision-​making comes with debatable value trade-​offs, in a context where 
wicked problems must be solved. Wicked problems are already characterized by dissensus about 
the underlying values and value trade-​offs. So there is already a conflict of values when wicked 
problems are on the agenda. And again, this conflict of values is amplified by the use of algorithms, 
because these algorithms represent a value trade-​off that is often disputable. So, an algorithm with a 
disputable value trade-​off is used to solve a wicked problem, which requires a value trade-​off that is 
inherently disputable.

This amplification of the drawbacks of algorithmic decision-​making also finds a cause in the prior 
process of development. If algorithms are ultimately used for decision-​making on wicked issues, then 
decision-​making on the development and use of algorithms is also wicked.

To illustrate this, we can take two benefits of the use of ML algorithms: they can result in more 
efficient and more accurate decision-​making. However, when it comes to wicked problems, there is 
a fundamental issue: there is no unambiguous definition of a problem –​ and therefore efficiency and 
accuracy cannot be defined unambiguously. Suppose an inspection agency wants to detect fraudu-
lent inspectees. This is a wicked problem: one of the questions is, for what measure of accuracy will 
developers optimize the algorithm? Will they optimize the algorithm to catch as many fraudulent 
inspectees as possible? Or to make as few as possible wrong accusations? These two approaches may 
lead to completely different outcomes. Or let’s take the question of who should be inspected and who 
should not be inspected. Research shows that there is a variety of criteria relevant here (Goosensen, 
2021). These criteria require a trade-​off, and the weighing of the criteria is not unambiguous –​ or, put 
differently, is a wicked activity.
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To conclude, a story of amplification emerges when we confront the literature about public 
decision-​making with ML algorithms. There is an amplification of many issues that are already preva-
lent when we are dealing with multi-​actor decision-​making on wicked issues. This has mainly to do 
with the fact that ML algorithms themselves can be considered multi-​actor and wicked, while they are 
also coming into the context of multi-​actor decision-​making on wicked issues.

Discussion

Our findings suggest that applying ML algorithms for public decision-​making creates an amplifica-
tion of many of the shortcomings prevalent in both. Especially public decision-​making often concerns 
decision-​making about type II problems. The characteristics of these problems, squared with the 
drawbacks of ML algorithms create amplification. The amplified shortcomings regard an amplifi-
cation of bias, an amplification of the lack of transparency, an amplification of the lack of account-
ability, and finally an amplification of disputes of value trade-​offs. The findings suggest that this has 
partially to do with the fact that before algorithms are used in the wicked multi-​actor context of public 
decision-​making, there is decision-​making about the development of ML algorithms, which is also a 
multi-​actor and wicked process.

This is a finding that builds on previous literature that started to acknowledge the importance of 
the development process of ML algorithms (van der Voort et al., 2019; Zweig et al., 2018). Within this 
literature, it is emphasized that stakeholders such as data scientists, designers and decision-​makers 
all play a critical role in decision-​making processes that are based on data or algorithms (van der 
Voort et al., 2019). This study concludes similarly. What this study specifically adds is the additional 
claim that shortcomings of either public decision-​making or ML algorithms are amplified when ML 
algorithms are used for public decision-​making. Our study brings forward that the involvement of 
multiple actors in the development process and the wickedness of the decisions involved, is one of 
the key issues, rather than technical issues with the algorithms. In that sense, our study also relates to 
previous literature that discusses technical solutions for challenges such as transparency or account-
ability (Belle & Papantonis, 2021; Kroll et al., 2017). The message we offer is not that these technical 
approaches have no value. On the contrary, what we do emphasize is that when algorithms are being 
applied for so-​called type II decision-​making, much more is going on and only technical solutions are 
problematic because they do not go to the root of the problem.

There might be multiple potential avenues for dealing with ML algorithms when applied to type II 
decision-​making. What these suggestions all have in common is the importance of the human factor. 
We emphasize that awareness of the importance of the human factor is something that should be 
prevalent in all public decision-​making dealing with ML algorithms.

Co-​produce decision-​making. The first suggestion is connected to the question of what role 
ML can play in decision-​making processes. If ML becomes a substitute for human-​based type II 
decision-​making, we might expect the outcome of ML to be heavily criticized, often because of the 
high personal importance of the problems (Wenzelburger, König, Felfeli, & Achtziger, 2022). Thus, 
we argue for ML that facilitates human-​based decision-​making. Two variants might be possible. 
1) A variant of competition, where ML-​based decision-​making does not replace human decision-​
making but competes as an additional tool. When ML-​based decision-​making leads to other outcomes 
than human-​based decision-​making, it can trigger learning processes –​ actors may reconsider their 
original decision and subsequently take a better or better-​substantiated decision. 2) A variant of 
cooperation. For example, ML-​based decision-​making only concerns a limited number of aspects 
of the decision to be taken, especially those aspects that are less wicked. Decision-​making remains 
human-​based, but human decision-​makers are partly supported.

Organize for a variety of perspectives. Secondly, wickedness implies the existence of multiple 
perspectives. Using only one algorithm in such a context is remarkable. A variety of perspectives 
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requires variety in algorithms. We argue that a variety of algorithms is introduced in public decision-​
making. For example, when dealing with algorithms, we can have ML algorithms based on different 
data sets, or use different types of algorithms that support the same decision. Also, variety in the 
integration into decision-​making processes is needed. Instead of having an algorithm supporting 
decision-​making, we can aim for variety in decision-​making mechanisms. Thus, an ML algorithm 
supports decision-​making, but also decision-​making without algorithms or an algorithm that is veri-
fied by a human instead of vice versa. In line with “the algorithmic colleague” from the study of 
Meijer et al. (2021), we argue that the algorithm should be an instrument of knowledge rather an 
instrument that should be followed.

Build institutions. Thirdly, a focus is needed on developing the institutions within and outside 
of organizations that can deal with the complexity of developing, implementing and using ML 
algorithms. Suppose an inspectorate is shifting from a situation in which solely inspectors are selecting 
inspectees, towards a situation in which inspectors are supported by ML algorithms in selecting their 
inspectees. To ensure transparency, accountability or fairness, a big organizational challenge awaits 
this inspectorate. How do we organize in the new situation? How do we make sure that the inspector 
uses ML algorithms? There might be great importance in building checks and balances in the chain 
from algorithm development to algorithm use (Arnaboldi et al., 2022). There is already institutional 
complexity in the old situation, and even more so in the new situation. By institution building, we can 
start to create some “rules of the game” for ML algorithms in a public sector context.

Naturally, the present study has its limitations. This study brings together different types of litera-
ture. It connects literature on algorithms in the public sector to literature focusing on public decision-​
making. As a consequence, it brings together many concepts that are not often connected. A limitation 
of this study is especially this connection of many concepts, as it might create confusion.

Finally, we provide several suggestions for future research. As we have tried to conceptually bring 
together a variety of concepts, our main suggestion is to bring the study of ML algorithms to the 
empirical context, as also suggested by others (Veale, Van Kleek, & Binns, 2018). Firstly, future 
research can focus on empirically studying the use and development of ML algorithms for public 
decision-​making. This chapter brought forward the importance of the human factor. But how are 
public sector professionals dealing with these types of ML algorithms for public decision-​making? 
Secondly, future research can focus on empirically studying the institutions present in the entire 
process from design to use, or on studying institutions that are effective in ensuring transparency, 
accountability and fairness.

Conclusion

In the introduction, we asked what the wicked nature of public decisions means for the use of ML 
algorithms. Our study suggests that the wicked nature of public decision-​making has consequences 
for how we should look at ML algorithms, how we develop ML algorithms, and how we use ML 
algorithms in the context of public decision-​making, especially when ML algorithms are applied 
for type II decision-​making. The main finding of the study is the existence of the amplification of 
challenges such as a lack of transparency, a lack of accountability and disputes on value trade-​offs. 
This amplification of challenges finds its cause partially in the development process of ML algorithms, 
which we can consider a wicked and multi-​actor process. In turn, the ML algorithm is then applied 
in a wicked and multi-​actor context as well. The contribution of our study to the literature is mainly 
related to this notion of amplification. Earlier scholars did not specifically take into account the core 
principles of public decision-​making. Since this study brings together a variety of concepts from 
different disciplines, there is also a potential pitfall, namely that the number of concepts obfuscates 
the central message of this chapter. Specifically, the human with and within the ML algorithm matters. 
However, since our study is based on a review of the literature, our suggestion is to start empirically 
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studying the wicked and multi-​actor nature of ML algorithms in their actual contexts (Veale et al., 
2018). As stated, the growing use of ML algorithms in the public sector amplifies many common 
challenges in public decision-​making. Fortunately, there are multiple ways forward to deal with these 
challenges. By employing co-​production, organizing for variety, and by institution building, some of 
these amplifications can be condensed.
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