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Abstract
Compressible flows of fluids whose thermophysical properties are related by complex equations are quantitatively and can 
be qualitatively different from high-speed flows of ideal gases. Nonideal compressible fluid dynamics (NICFD) is concerned 
with these fluid flows, which are relevant in many processes and power and propulsion systems. Typically, NICFD effects 
occur if the fluid is an organic compound and its vapor state is close to the vapor–liquid critical point, at high-reduced tem-
perature and pressure (even supercritical). Current design and analysis of devices operating in the nonideal compressible 
regime demand for validated simulation software, characterized in terms of uncertainty. Moreover, experiments are needed 
to further validate related theory. Experimental data are limited as generating and measuring these flows is challenging 
given their high pressure or temperature or both. In addition, flows of organic compounds can be flammable, can thermally 
decompose, and sealing may demand for special materials. Recently, more research has been devoted to the measurement 
of these flows using both intrusive and less intrusive techniques relying on optical access and lasers. The transparency and 
refractive properties of these dense vapors pose additional problems. The ORCHID (organic Rankine cycle hybrid integrated 
device) at the Aerospace Propulsion and Power Laboratory of Delft University of Technology is a closed-loop facility, used 
to generate a continuous nonideal supersonic flow of siloxane MM with the vapor at 4 bar and 220 °C at the inlet of the test 
section. Within this work, we have employed particle image velocimetry for the first time to obtain the velocity field in a 
de Laval nozzle in such flows. Measured velocity fields (expanded uncertainty within 1.1% of the maximum velocity) have 
been compared with those resulting from a CFD simulation. The comparison between experimental and simulated data is 
satisfactory, with deviation ranging from 0.1 to 10 % from the throat to the outlet, respectively. This discrepancy is attributed 
to hardware limitations, which will be overcome in the future experiments. The feasibility of PIV with uncontrolled but fixed 
seeding density to measure high-speed vapors of organic vapors has been demonstrated, and future experimental campaigns 
will target flows for which nonideal effects are more pronounced, other paradigmatic configurations, and improvements to 
the measurement techniques.

1 Introduction

Compressible flows of dense vapors occur in several devices 
relevant to power and propulsion applications, such as 
valves, nozzles, diffusers, compressors, and turbines. The 
relation between thermodynamic properties of fluids in these 
flows departs significantly from that prescribed by the ideal 
gas law; therefore, simulating the motion of fluids in these 
thermodynamic states requires computation of their ther-
modynamic and transport properties by means of complex 
models. The branch of fluid mechanics dealing with this 
type of flows is called nonideal compressible fluid dynamics 
(NICFD). NICFD flows differ quantitatively and, in some 
cases, qualitatively from ideal gas flows Guardone et al. 
(2024).
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Since the early 2000s, computational fluid dynamics 
(CFD) solvers originally developed for polytropic ideal gas 
flows have been extended in order to simulate flows of flu-
ids in nonideal thermodynamic states. Solvers of the RANS 
equations were the first to be modified, while LES and DNS 
codes have been adapted only recently. However, the vali-
dation of such solvers against experimental data has been 
accomplished so far only to a limited extent Guardone et al. 
(2024). Major sources of uncertainty are the reliability of 
the adopted thermophysical models of the fluids, and of the 
turbulence models of RANS and LES solvers, whose closure 
parameters should be calibrated by means of experimental 
data.

The first validation of a RANS code for the simulation 
of nonideal compressible fluid dynamics (NICFD) flows 
accounting for both numerical and measurement uncer-
tainties was performed by Gori et al. (2020). The authors 
compared simulation results obtained with the open-source 
software suite SU2 Economon et al. (2015) and Vitale et al. 
(2017) with pressure and Mach number measurements of 
the dense vapor flow of siloxane MDM expanding through 
a converging–diverging nozzle. The thermodynamic proper-
ties of the working fluid were estimated with a multi-param-
eter Span–Wagner equation of state (EoS) model. The com-
parison with experimental data demonstrated that the results 
of RANS simulations are sufficiently accurate for engineer-
ing applications. Analogous conclusions were reported by 
Fuentes-Monjas et al. (2023) for a validation case similar to 
that of Gori et al. (2020) but for a different working fluid, 
siloxane MM. CFD simulations were performed by comput-
ing fluid properties with a simpler thermodynamic model 
based on the cubic Peng–Robinson EoS embedded in SU2 
Vitale et al. (2015).

A more encompassing and satisfactory validation of 
NICFD solvers has not been achieved yet as multiple accu-
rate experimental datasets of paradigmatic compressible 
flows covering a representative range of conditions are not 
available. Measurements of NICFD flows are challenging 
as the fluid is either at high pressure or high temperature or 
both, and can be flammable. New dedicated facilities have 
been commissioned and started operation only recently 
(Spinelli et al. 2020; Guardone et al. 2024). Their common 
objective is to provide experimental data related to paradig-
matic NICFD flows such as, e.g., adiabatic nozzle expan-
sions (Spinelli et al. 2018; Robertson et al. 2020; Head et al. 
2023), flows with shock waves (Zocca et al. 2019; Conti 
et al. 2022), and flows through blade cascades (Baumg ärt-
ner, David, John J Otter, and Andrew PS Wheeler, 2020; 
Manfredi et al. 2023).

Optical flow measurement techniques, such as particle 
image velocimetry (PIV), are arguably suitable for providing 
accurate datasets for CFD validation purposes as it is possible 
to obtain velocity field data with high spatial and temporal 

resolution. Some initial attempts at using optical techniques 
to measure the velocity field of a flow of organic vapors are 
reported by Gallarini et al. (2016), who documented the design 
and commissioning of a particle seeding system suitable for 
LDV or PIV experiments, specifically conceived for operation 
with dense organic vapor flows, and by Head et al. (2019), 
who demonstrated the feasibility of the planar PIV technique 
to study flows of siloxane vapors. More recently, Valori et al. 
(2019) applied PIV to characterize the natural convection flow 
of an organic fluid in supercritical thermodynamic states. The 
PIV measurements documented in Head et al. (2019) and in 
Valori et al. (2019) are related to incompressible flows, though. 
To the authors’ knowledge, the only experimental studies 
about direct velocity measurements in NICFD flows are those 
of Ueno et al. (2015) and of Gallarini et al. (2021). Ueno et al. 
(2015) obtained the velocity field of a two-phase CO

2
 flow 

expanding through a nozzle by means of the PIV technique. 
Gallarini et al. (2021) demonstrated the implementation of the 
two-dimensional laser Doppler velocimetry (LDV) technique 
to measure the flow velocity of a siloxane vapor along the axis 
of a planar nozzle in both subsonic and supersonic conditions.

This article presents the first-ever application of the 
PIV technique to measure the velocity field of a flow of a 
dense organic vapor expanding through a de Laval nozzle 
to supersonic conditions, from a mildly nonideal thermo-
dynamic state at moderate pressure and temperature. The 
nozzle test section is installed in the ORCHID (organic 
Rankine cycle hybrid integrated device), a research facil-
ity in the Aerospace Propulsion and Power Laboratory of 
Delft University of Technology. The ORCHID setup allows 
to perform both fundamental studies on NICFD flows and 
to test organic Rankine cycle (ORC) components (Head 
2021). The ORCHID balance-of-plant is a state-of-the-art 
high-temperature recuperated ORC system and is capable 
of delivering vapor flows at temperatures and pressures of 
up to 350◦ C and 25bar at the inlet of the test sections. The 
setup has been designed taking into consideration the pos-
sibility of using many different working fluids. Siloxane 
MM (hexamethyldisiloxane) has been selected for the first 
experimental campaigns. The test section used in the experi-
ment documented here includes a two-dimensional converg-
ing–diverging nozzle with optical access. The obtained flow 
velocities were successfully compared with those resulting 
from a CFD simulation.

2  Methodology

2.1  Experimental configuration

Figure 1 shows a schematic cross-section of the de Laval 
nozzle and installed in the ORCHID setup. The enclosure 
is made of 316Ti stainless steel. The PIV imaged field 
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of view is also indicated. The nozzle profile is designed 
with the method of characteristics, see Head (2021) for 
more details. The working fluid is MM. The total con-
ditions of the working fluid flow at the nozzle inlet are 
T
t
= 220 ± 0.64

◦ C and p
t
= 4 ± 0.0302bar , while the noz-

zle static back pressure is p
s
= 0.2981bar (see Fig. 2). 

These values are the average of the measurements recorded 
during the experiment by temperature and pressure probes 
installed upstream and downstream of the nozzle. Addi-
tionally, these quantities are used to define the boundary 
conditions of the flow simulations performed for compari-
son, see Sec. 2.3.

The origin of the Cartesian coordinate system used to 
define locations for both measured and computed quanti-
ties is in the geometrical throat of the nozzle. The nozzle 
total length and span at ambient conditions are 75 mm 
and 20 mm, respectively, and the nominal throat height is 
7.5 mm. At the operating conditions of the experiments, 
the throat height changes due to the thermal expansion of 
the nozzle housing (of approximately 300-mm hydraulic 
diameter) and to the softening of the Viton™ gaskets at the 
interface between the nozzle profiles and the nozzle hous-
ing. This geometric change is optically tracked by locating 
the two cross indicators machined at x = 0mm on the noz-
zle sides, as shown in Figs. 1 and 3a. Spatial calibration 
based on a polynomial fit model is performed using an 
optical target with the same shape as the nozzle (Fig. 3a), 
allowing for additional correction of geometrical lens 
distortions. Based on this spatial calibration, the throat 
center is defined as the midpoint between the cross indi-
cators, whereas the throat height is the distance between 
the cross indicators minus their distance from the nozzle 
edge. The throat height estimated for the conditions of the 
experiment is 7.92 mm. The nozzle CAD model used to 
define the geometry of the flow for the CFD simulation is, 
therefore, based on this value of the throat height.

2.2  Velocity measurements

PIV is used to measure the two-component velocity field 
associated with the x − y plane located at the midspan of 
the nozzle, i.e., at a 10-mm distance from the nozzle lateral 
walls. Spatial calibration is performed with the target and 
polynomial model mentioned in Sec. 2.1, achieving a reso-
lution of approximately 29 px/mm. A summary of the PIV 
system specifications pertinent to the experiment is given 
in Table 1.

No slip/Adiabatic PIV FOV Expansion Vessel

Alignment Crosses

Laser Sheet

Glass

Fig. 1  Schematic of the nozzle test section (not to scale), indicating 
the PIV field of view (FOV). The computational domain for the flow 
simulations used for comparison to the experiment is indicated with 
blue lines corresponding to the nozzle walls and with purple (inlet) 
and red (outlet) lines for the boundaries normal to the flow direction. 

The scheme displays, in addition, alignment crosses used to estimate 
the throat height during the experiments, which varies depending on 
the fluid temperature. The origin of the Cartesian coordinates is set 
at the nozzle throat and used to define locations in both flow experi-
ments and simulations
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Fig. 2  T-s thermodynamic property diagram of siloxane MM, show-
ing the saturation line, the vapor–liquid critical point, contours of the 
compressibility factor Z, and the isobars for the values of the total 
pressure at the nozzle inlet and static pressure at the nozzle outlet. 
The isentropic expansion occurring in the nozzle during the experi-
ment ( p

t
= 4bar , T

t
= 220 ◦C , and P

s
= 0.2981 bara) is also indi-

cated. Fluid properties are estimated with the in-house program fluid-
prop implementing the Peng–Robinson cubic equation of state model 
with the Stryjek–Vera improved modification van der Stelt et  al. 
(2012)
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Illumination is provided by a dual cavity Quantel Ever-
green Nd:YAG laser, which delivers green light (532 nm) 
at 200 mJ per pulse. The beam is transformed to a sheet of 
approximately 1 mm thickness with a top-hat illumination 
profile, using a series of spherical and cylindrical lenses 
as well as two parallel knife edges. The region of inter-
est is imaged with a LaVision Imager LX 2 MP camera 
and a 75-mm Tamron C-mount objective, set at an aper-
ture of f

#
= 8 . The camera sensor is cropped to obtain a 

field of view of 56 × 27 mm2 , and an ensemble of 5000 
image pairs (Δt = 5μs) is recorded. Each recording realiza-
tion contains on average about 50 particles in the field of 

view, the diffraction pattern of each forming a diameter of 
approximately 4 pixels on the camera sensor (see Fig. 3b).

For this preliminary study, a low particle seeding con-
centration was sought for in order to avoid the possibility of 
severe contamination of the facility. To this end, the small 
quantity of titanium dioxide particles (Ragni et al. 2011; 
Stöhr et al. 2012, TiO

2
 , typically used for the PIV seeding 

of supersonic and combustion flows, see, e.g., the works of) 
already present in the facility due to preliminary seeding 
tests was sufficient. The size of particles in the fluid suspen-
sion is assessed with the dynamic light scattering (DLS) 
technique, (see Stetefeld et al. 2016; International Standard 
2017, for a comprehensive overview), using a stirred sample 
of the working fluid collected downstream of the nozzle after 
the experiment.

The sample preparation and procedure of determining 
the particle size is executed as follows: 1. A background/
blank measurement is made with a control sample, MM in 
this case, to check for the presence of dust or particulates 
which might already be present. A pure and uncontaminated 
2-ml sample is prepared in a 1-cm glass tube (centrifuge 
for 30 s). These external surface of these tubes are cleaned 
with ethanol to remove dust particles, fingerprints, and other 
contaminants. The tube is then placed into the DLS instru-
ment chamber holder. After the instrument has finished the 
measurement, the count rate is then computed, which should 
be lower than the threshold of approx. 20 kHz. There will be 
no correlation in this case; 2. the sample taken downstream 
of the nozzle is the prepared in the same way as step 1. 
The DLS instrument reports reliable results when the input 
count rate is at least three times larger than the background 
value. The MM sample reported values of 110 kHz which is 
sufficient to compute the correlation curve. An exponential 
fit model with 250 grid points is used to determine the dis-
tribution function which allows to compute the mean peak 
position of the particle radius.

The results of three independent measurement runs of the 
sample are shown in Fig. 4. The measurement accuracy on 
particle size is ISO 13321/22412 compliant International 
Standard (2017) and thus within 2% of the stated size. The 
estimated diameter of the particles ranges approximately 
between 13 nm and 16 nm. This value is comparable to the 
median value provided by the particle manufacturer (Kemira 
P170, primary crystal size 14 nm, and bulk density 150 g/ł). 
No particle clustering was observed in either the DLS meas-
urements nor the PIV images.

In order to assess the dynamic response of the 14-nm 
TiO

2
 particles at hand, their relaxation time in siloxane 

MM was estimated in our past investigations to be approxi-
mately � = 0.41μs Lakkad (2017). This value is compara-
ble to the typical relaxation time reported in air and com-
bustion flows (< 5μs) , as observed in the works of Urban 
and Mungal (2001), Scarano and van Oudheusden (2003), 

(a)
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Fig. 3  a Image of the calibration target and throat alignment crosses. 
b Instantaneous PIV image depicting the typical observed particle 
concentration and size

Table 1  PIV system specifications

Parameter Value

Sensor resolution 1628 × 1236

Pixel pitch 4.4μ m
Lens focal length 75 mm
Aperture (f

#
) 8

Frame separation (Δt) 5μ s
Magnification factor 0.13
Field of view area 56 × 27 mm2

Vectors per field 102 × 55

Vector pitch 0.55 mm
Resolution 29 px/mm



Experiments in Fluids           (2024) 65:90  Page 5 of 9    90 

and Stöhr et al. (2012), for TiO
2
 particle diameters below 

50 nm. The maximum streamwise velocity observed in our 
current measurements is u ≈ 330m∕s . At the same time, 
since the flow is uniform (i.e., no relevant flow structures) 
and the aim is to compare velocities between simulations 
and experiments, a length scale equal to the throat height 
(l = 7.92mm) may be considered. This leads to an estimated 
particle slip velocity is Δu =

�u2

2l
≈ 2.8m∕s . Consequently, 

the expected velocity error due to particle slip (Δu∕u) is 
within 1% along the streamwise direction. Similarly, for the 
maximum y−direction velocity component (v ≈ 83m∕s) , 
the error due to slip is estimated to be below 2%.

An important consideration which may affect the opti-
cal measurements is the variation of the refractive proper-
ties of the flowing fluid and, therefore, the variation of the 
gradient of refractive index resulting from the variation of 
its density. To assess this effect, in line with the past stud-
ies Gallarini et al. (2021), the refraction index associated 
with each location within the field of view is calculated 
with the Gladstone–Dale equation,

where k = 4.5 × 10
−4m3∕kg is the Gladstone–Dale constant 

for MM, and � is its density, whose variation is estimated by 
means of the CFD simulation. The displacement deviation 
along the x and y directions is subsequently calculated as

where L = 1cm is half of the test section span. The esti-
mated deviations are �x = 15μm and �y = 8μm , occurring 
in locations where the value of the refractive index gradient 
is high, i.e., in the vicinity of the nozzle throat. In regions 
where the flow is uniform, these deviations drop well below 
1 μm . Given the calibration resolution (29px∕mm) , devia-
tions along the x and y directions correspond to 0.44 px and 
0.23 px on the camera sensor. Since these values are within 
one camera pixel, deviations due to refractive index varia-
tion cannot be detected. Hence, it is concluded that, for the 
conditions of this experiment, uncertainties in the velocity 
field are only dependent on the PIV methodology.

Due to the particle concentration, particle displacement 
is calculated with a multi-pass, sum of cross-correlation 
algorithm (Scarano and Riethmuller 2000) using deform-
ing non-overlapping interrogation windows Scarano (2001). 
The procedure is implemented in LaVision DaVis v. 10. The 
interrogation window size ranges from an initial 64 × 64 pix-
els to a final of 12 × 12 pixels. The resulting vector pitch is 
0.55 mm in both x and y directions. Spurious vectors are 
identified and removed by setting a correlation threshold of 
0.1 and by applying the universal outlier detection method 
Westerweel and Scarano (2005) to each interrogation win-
dow pass. The time-averaged uncertainty is estimated via 
linear error propagation Schiacchitano and Wieneke (2016) 
on the cross-correlation field. The estimated maximum 
expanded uncertainties on the time-averaged u and v due to 
PIV post-processing are �u ≈ ±3.8m∕s and �v ≈ ±2.5m∕s , 
respectively (1.1% and 0.7% relative to the maximum veloc-
ity amplitude).

2.3  Flow simulation

A two-dimensional RANS simulation was performed in 
order to provide complementary velocity data, aiming to 
validate CFD codes and at the same time, assess the suitabil-
ity of the PIV methodology. The adopted flow solver is the 
open-source code SU2 (Economon et al. 2015). The solver 
has been previously verified for the simulation of nonideal 
compressible flows by Pini et al. (2017) by comparing its 
results to those obtained with a state-of-the-art commercial 
solver. More recently, Head et al. (2023) and Fuentes-Mon-
jas et al. (2023) verified the accuracy of the SU2 flow solver 

(1)n = 1 + k�,

(2)�x =
L2
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Fig. 4  Dynamic light scattering (DLS) measurements to determine 
the seeding particle size in samples of the working fluids, for three 
independent particle sizing tests (T1, T2, and T3). a Second-order 
auto-correlation coefficient of the DLS intensity trace and b measured 
particle size distribution
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by comparing simulation results with Mach values obtained 
from schlieren images and static pressures measured along 
the nozzle profile, for an expansion of MM similar to that 
considered in this work, though with higher total pressure 
and temperature values at the nozzle inlet. 

The computational grid consists of a hybrid mesh made 
of 217k cells, sufficiently fine to guarantee grid independ-
ent results Head (2021). The structured boundary layer 
mesh at the nozzle wall ensures a y+ < 10 , which is com-
monly deemed as satisfactory in combination with the 
one-equation Spalart–Allmaras turbulence model. The 
Jameson–Schmidt–Turkel scheme (JST) was used as the 
advection scheme, which introduces second- and fourth-
order numerical dissipation.

The thermodynamic properties of the fluid are calculated 
with the polytropic Peng–Robinson cubic equation of state 
model available within SU2. Hence, the caloric part of the 
isentropic process exponent was calculated as the average 
ratio of ideal gas specific heats at the inlet and outlet of 
the nozzle. The thermal conductivity and dynamic viscos-
ity values are considered constant and are estimated using 
a well-known property estimation program Lemmon et al. 
(2018) as the average between the values at the inlet and 
at the outlet of the nozzle. The thermodynamic model is 
deemed appropriate for the considered operating condi-
tions, as demonstrated by the numerical simulations reported 
by Bills (2020). The boundary conditions for the simulation 
are specified in terms of stagnation pressure and temperature 
at the inlet, and static pressure at the outlet (Table 2). The 
values of pressure and temperature are obtained by averag-
ing the experimental pressure and temperature data.

3  Results

3.1  Velocity field

Figure  5a and b shows the comparison between the 
measured u and v velocity component with homologous 
data obtained with a RANS simulation. As suggested 
by the symmetry of the velocity component fields about 
y = 0 shown in Fig. 5c, remarkable agreement between 

the experimental and numerical results is achieved. As 
expected, the magnitude of the streamwise component u 
significantly increases downstream of the nozzle throat 
due to the flow expansion. In turn, the value of the v com-
ponent is higher where the nozzle cross-sectional area 
increases more steeply, while values are close to zero in 
the proximity of the throat as well as along the nozzle mid-
plane (y = 0) . Although RANS simulations provide results 
also for the boundary layer, PIV near the wall is unfeasi-
ble due to limitations of the current experimental setup; 
therefore, boundary layer velocities cannot be compared.

Table 2  Main property values used as inputs of the CFD model

Parameter Value

Inlet stagnation pressure (P
t,in
) 4bar

Inlet stagnation temperature (T
t,in
) 220.42◦ C

Outlet static pressure (P
s,out

) 0.298bar
Specific heat ratio (bar�) 1.0276
Thermal conductivity (bar�) 0.0255W /(m.K)
Dynamic viscosity (bar�) 0.9957 × 10

−5Pa.s

PIV

RANS
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Fig. 5  Comparison between velocity component contours estimated 
by means of CFD simulation and PIV: a x-direction component, u 
and b y-direction component magnitude, |v|. The upper half of the 
flow domain reports values calculated with the RANS simulation, 
while the lower half reports values obtained with PIV. Dashed lines 
indicate the location where the velocity shown in Fig. 6 are extracted 
from. c u and |v| profiles at various streamwise locations, with solid 
lines and points indicating RANS and PIV data, respectively. The 
experimental data have been reduced by a factor of two for clarity, 
while the magnitude of the u and |v| velocity profiles correspond to 
those of the contours shown in (a) and (b), respectively
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To further evaluate the difference between numerical and 
experimental data, velocity components along the dashed 
lines shown in Fig. 5a and b are compared. The y coordi-
nates of locations along the dashed lines correspond to zero, 
30% , and 60% of the nozzle geometry y coordinate (y

n
) at 

any horizontal position x. The corresponding velocity pro-
files are shown in Fig. 6, along with the estimated expanded 
uncertainty band of the PIV measurements (from ± 0.2 m/s 
to ± 3.8 m/s from the throat to the outlet, respectively). Once 
again, simulation and experimental data are in good agree-
ment throughout the considered domain, especially in the 
case of the streamwise component (deviation lower than 1%).

Figure 6b shows that experimental values of v deviate 
appreciably from simulation values downstream of the 
nozzle throat, starting from approximately x = 10mm . The 
deviation is up to 9% . This cannot be solely attributed to the 
error due to the slip velocity for this component, which is 
calculated in Sec. 2.2 to be less than 2% . Instead, the dis-
crepancy is primarily attributed to the temporal difference 
between PIV frames, Δt . Due to hardware limitations, Δt 

could not be reduced below 5 μ s, and consequently, particles 
displacement downstream of the throat ( x > 10mm ) ranges 
from 1.5 mm to 2 mm. This value is considerably larger than 
the value of the optimal displacement for the PIV correlation 
algorithm for the speeds at hand. The consequence thereof 
is a spatial averaging of the measured velocities along the 
streamwise direction, mostly evident for the values of the v 
component, given the substantial variation of velocity gradi-
ent along the streamwise direction.

3.2  Nozzle expansion regions

The flow field within the supersonic nozzle domain can be 
decomposed into three regions, namely, the kernel, reflex, 
and uniform regions for analysis purposes Anand et al. 
(2019). Within the kernel region, flow is accelerated to the 
desired Mach number, while the reflex region redirects the 
expanding flow, ensuring a uniform velocity at the nozzle 
exit.

Identification of these regions from the available numeri-
cal and experimental velocity fields can be performed by 
means of the Q criterion Hunt et  al. (1988) and Koláv 
(2007), Q being a second invariant of �U . This criterion is 
formulated in two dimensions as

The boundaries of the nozzle expansion regions are charac-
terized by discontinuity of the flow shear, i.e., discontinuities 
in Q ≤ 0 . Specifically, the boundaries of the uniform region 
are given by locations for which Q = 0.

The estimated Q field obtained from both numerical and 
experimental data is shown in Fig. 7, including the region 
boundaries. The figure shows that there is very good agree-
ment between the datasets, albeit the boundary of the uni-
form region obtained from experimental data is located 
approximately 4% downstream with respect to the corre-
sponding boundary derived from numerical estimations. 
This is a direct consequence of the spatial averaging of the 
velocity fields due to the sub-optimal Δt and, hence, of the 
velocity gradients along the streamwise direction.

4  Concluding remarks

This work contributes the first application of the PIV 
measurement technique to the supersonic expansion of an 
organic vapor flow starting from mildly nonideal thermo-
dynamic states, therefore in the NICFD regime. The result 
is made possible by the continuous operation capabilities 
of the ORCHID facility. A very good match between the 
measured flow velocities and the estimates of a RANS 
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Fig. 6  Streamwise velocity component (a) and velocity component 
normal to the streamwise direction (b) at locations featuring y coordi-
nates that are zero, 30% , and 60% of the nozzle cross-section (dashed 
lines in Fig.  5). Solid lines correspond to values obtained with the 
RANS simulation, whereas points correspond to values obtained with 
PIV measurements. Shaded regions indicate the estimated expanded 
uncertainty range of PIV measurements. The experimental spatial 
resolution has been reduced by a factor of two for clarity
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simulation was observed. The accuracy of the RANS sim-
ulation was previously assessed by comparing calculated 
Mach and pressure fields with Mach number estimations 
obtained from schlieren images and static pressure meas-
urements along the nozzle profile. These velocity meas-
urements, therefore, prove the reliability and accuracy of 
the implemented PIV method. Due to the discussed limi-
tations of the current PIV setup, the maximum deviation 
of the measurements from the simulation data occurs for 
v velocity component, and it is lower than 10%. Refrac-
tive index effects due to the expanding organic vapor were 
estimated, and it was concluded that for the current experi-
mental conditions, the apparent displacement due to dif-
fraction index variations is smaller than the camera pixel 
size; hence, expanded uncertainties of the time-averaged 
velocity field (from ± 0.2 m/s to ± 3.8 m/s, 0.06% to 1.1% 
relative to the maximum velocity) are purely due to the 
PIV methodology.

Upcoming experiment iterations will focus on improv-
ing the PIV method by controllably injecting higher 
quantities of tracer particles (TiO

2
 ) and by adapting the 

hardware in order to reduce Δt , thus mitigating the spa-
tial averaging of the velocity field. The characterization of 
nozzle expansions starting from a fluid at the inlet featur-
ing higher total temperature and pressure is also planned. 
NICFD effects will, therefore, be more prominent. The 
appropriate strategy for managing the increased opti-
cal distortions due to the refractive index gradients will, 
therefore, be established. Ultimately, validated numerical 
(RANS) tools together with the reliable PIV technique are, 
together, expected to enable investigations for designing 
and characterizing stators of small-capacity ORC turbines.
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