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“There are three things that maftter in property: location, location, location”

Lord Harold Samuel

"There is nothing permanent, except change

Heraclitus

vV






Preface

Before you lies the conclusion of my years at the Delft Universiiy of Technology. This thesis
is the last step in grotoiuqiing the master quggemeni in the Built Environment at the
Fqcui’[y of Architecture and the Built Environment. In this graoiuotiion research, I have
combined the elements that characterised my journey as a student. My bachelor in
Architecture iaughi me the oiesigneriy way of ihinking. Gradually, siep-by-siep testing
and refining the thesis and the computational model that is part of this research i’leiped me
in gchieving a better result and allowed for otpprootci'iing ihings from o different
perspective.

The quantative minor Finance heipeoi me to gain more foundational knowiedge on stock
markets and risk management. Aiihough sometimes quite oiquniing, the minor heiped in
]oecorning a real engineer, and Ceriotiniy has become an important element in this final
research. The thesis is at the intersection between real estate management and risk
management, bienciing forecotsiing iechniques and risk management with preference
measurement.

During my master, a wide range of aspects of the built environment were discussed. This
iriggereoi my interest in corioraie real estate management and strategic management

specificqiiy. Without this bac grounoi, [ would not be able to cornpieie this thesis.

Here, I would like to take the opportunity to sincereiy thank everybooiy that heipeoi me in
the process of writing this thesis. First of all, I would like to thank my main mentors,
Monique Arkesteijn and Ruud Binnekqmp, for uiciing me and asking the critical questions
that iriggereci me in digging further and explaining Jtiriings more t oroughiy. Beginnin
this thesis was difficult, and [ was siruggiing finoiing the exact gpproach for this researc

topic. However, you have heiped me to make a sound and compieie report.

Secondiy, [ would like to thank Rein de Graaf, for his extensive knowiedge on
compuiqiionoti rnocieiiing. Even ihough [ had some experience in cooiing, the heip of Rein
was inoiispensotbie and without his heip it would be much harder to deveiop a functional
model.

Lotsiiy, speciqi thanks go out to Erik Geerdes and the real estate team at Engie Services
Netherlands, and Remco van der Mije and the JLL Strategic Consuiiing team. They have
heipeoi me test a model in deveioprneni and enabled me to refine and improve the
proceoiure.

Enjoy rectoiing,

Jeroen Meijier

October 2017

VI



VII



Summary

Introduction

"Deciding where to locate all or part of your business in an uncertain world is critical to
competitiveness and success” (Weeink, Frost, Duncan, & Carroll, 2017, p. 2). Location
decision-mqking is a complex process carrying high risk if it is not done effec’[ively. An
ever-chotrrging environment cornplicq’[es the process even more, as decisions have a long-
term impact and locations must be plorrrrled for the future.

Location clecision-mqking is part of the Corporot’[e Real Estate Mquotgernenr discipline,
whose main objective can be defined as: “the management of a corporation'’s real estate
porffo]io by a]ignirrg the porh(o]io and services to the needs of the core business (processes),
to obtain maximum added value for the business and to contribute oprimaﬂ to the overall

performctnce of the corporafion.“ (Krumm, Dewulf, & De Jonge, 2000, p. 32).

The added values Krumm et al. are referring to have been researched in rnulriple efforts
over time. One of these added wvalues Corlsisrenﬂy mentioned, risk control, is still
underexposed in research (Bartelink, 2015, Pp. 21-292), with only a few pu]olicqrions
available on the topic of Corporate Real Estate Risk Management (see for example (Gibson
& Louargqnd, 2002; Huffman, 2003, 2004; Simons, 1999). However, in studies it was
found that companies that have an active risk management polic were 4,8% more
firrctrrciotﬂy valuable than cornpqrot]ole organisations that did not, wiﬂz outliers up to 16%

(Smithson & Simkins, 2005).

With the absence of research in Corporoﬁfe Real Estate Risk quqgemenr, the importance
of risk manqgemen’[ is Cleotrly underexposeol. In location decisiorr-rnotkirrg, the risks are
evident. A wrong location decision not only has effects on the real estate costs, but on the
entire business process. Location decisions {mtve an impact on the cornparry's qbﬂity to
establish and maintain a competitive advantage (Rymarzak & Sieminska, 2012).

Location risks originate from a deviation in the preferences a company has for their real
estate location and the actual characteristics of JEEO.JE location. Therefore, it is important to
assess the match of a real estate porrfoho with the business strateg and the preferences of
the stakeholders involved. For this, use can be made og, the Preference-based
Accommodation Strategy design Qpproqch (PAS), developed by Arkesteijn  and

Binnekqmp (Arkesteijn, to be published; Arkesteijn & Binnekqmp, 2014; Arkesteijn,
Binnekqmp, & De Jonge, 2016; Arkesteijn, Valks, Binnekqmp, Barendse, & De Jonge, 2015).
This method allows the involved stakeholders to find the optimal real estate portfolio that
matches best with the preferences and constraints irlclicqreg. However, PAS does not take
into account the uncertainty of changes in location characteristics and preferences.
Irlcorporotring risks in a por’[folio location ecision-mqking process rhrough an adaptation of

the PAS olesigrl Qpproqch is therefore the topic of this research.

Research objectives and methods
The main research quesﬁon of this research is:

how can risk management effectively be incorporated in a preference-based
location decision-making process?

The objective of this research is to develop a framework that takes into account both
demand preferences and risks of chqnging location characteristics. The developmen’[ of such
framework requires theoretical irlsighrs in multi-criteria decision rnctking, prefererlce-botsecl
decision mqking, location decision mqking, risk management and uncertainty. The
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reparatory theoretical research is therefore based on three main elements of this research,
Focqrion decision-makin , preference rnodeﬂirrg & decision mooleﬂing and risk mqnqgemenr,
precedeol by a gener(ﬂg introduction of corporate real estate management. These three
elements are combined into a Location Decision-MoLking frqmework, which is an
qdqprqrion of the PAS design orpprootch. This framework is tested in a pﬂor sruoly, testing

the effectiveness of the model.

Method

The research is conducted as a hy]oriol research, corn]oinirrg operqriorrql and quotli’[otrive
research elements. This is because the main research quesrion can be seen as a two-sided
question. First of all, the question comprises of a olesigrr problem, requiring the development
of an artefact (a framework for location olecisiorr-rnotking) as to arrive at a solution.
Secondly, the research question requires an answer on the effectiveness of the model. This
effectiveness is tested ]oy doing research in the form of a pﬂor study and evaluation
interviews, where stakeholders are questioned on the ot]oili’[y of the model to answer to their
specific needs in terms of a location decision. Corrr]oinirrg these two elements results in a new
Location Decision-Motking (LDM) framework, that incorporates the element of risk in a
preference-bqseol location decision-rncrking process, that is tested and evaluated in a pﬂor

study in practice.

For the research, use is made of a literature sruoly, the developmenr of a model, a pﬂor
study, interviews and workshops.

Introduction to the research field of corporate real estate management

Corporate Real Estate Management (CREM) orginated some 250 yedars ago in response to
the first industrial revolution that requireol specia accommodation to manage the industrial
activities. Over time, the role of CREM chqnged, becoming more strategic, and focussin
on the added value of real estate to the corporate business. This led to the goal of CREM to
be defined as: “the management of a corporafion's real estate porffo]io iy ot]igrring the
porffo]io and services to the needs of the core business (processes), to obtain maximum
added value for the business and to contribute opfimaﬂy to the overall performarrce of the

corporation.” (Krumm et al, 2000, p. 32)

In 1993, Nourse and Roulac made the first attempts to discern added value rhrough real
estate, ]oy proviolirrg 8 corporate strategies which were translated into correspondin real
estate strategies. Over the years, mulriple efforts have further developeol the research into
added values of real estate (De Jonge, 1996, de Vries, de Jonge, & van der Voordt, 2008;
Den Heijer, 2011; Lindholm & Levainen, 2006; Nourse & Roulac, 1993; Scheffer, Singer, &
Van Meerwiik, 2006; Van der Zwart, 2011), resulring in the foHowing 12 added values of
real estate: (1) decreqsirrg costs, (2) supporting user activities, (3) increasing (user)
satisfaction, (4) improving qualiry of place, (5) supporting culture, (6) srimulqting
collaboration, (7) sﬁrnulotring innovation, (8 supporting image, 9) increase ﬂexibﬂity,
(10) increase real estate value, (11) controlling risk, and (12) reducing ecological footprint.

This research focusses on one of these added Vqlues, notrnely corrrroHirrg risks. This is done
rhrough a framework that complies with the overall goql of CREM,, in that it tries to find

the real estate location that crhgns best to the needs of the core business.

Location Decision-Making

Location decisions are part of the corporate real estate strategy of a company. This strate y
is based on the corporate business strategy, the orgqnisqrionql characteristics of J[?le
company and the current real estate porrfolio characteristics, showing the direct relqriorrship
between corporate real estate strategies and corporate business strategies.

The corporate business strategy brings forward demand criteria for real estate. This
corporate strategy can be induced from the driving force a company has: the raison d'étre
for the company. Tregoe and Zimmerman identified nine driving forces, which determine

the future produc’[ and market scope that define a business (Tregoe & Zimmerman, 1980).
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The corporate business strategy can be developeol from the olriving force, which has a direct

influence on the demands a company has for its real estate.

Each clriving force and each com any has their own unique set of demands for a location.
These demands are unique to eac company. However, in reseotrch, some basic criteria can
be found that are often important for a com om.y's real estate decision. In a research b

Korreweg, it was foun that accessibi ity by car, potrkin ossibilities and
representativeness of the location were the most important factors g)r Focqtiorr decisions
(Korteweg, 2002). In a more recent research by Remey and Van der Voordt, accessibility
]oy car, representativeness and qccessibﬂi{y ]oy public transport were mentioned as the most

important factors (Remoy & Van der Voordt, 2013).

AHhough these researches proviole a number of basic criteria that are often important for
a company when oleciding on the location, the demand preferences of a company dre
cﬂwotys specific for that company itself, due to their specific company strategy. Therefore,
it is otlwqys important to define the relevant criteria for the company itself when
developing a real estate strategy.

Preference modelling & decision modellin

In real estate decision making, often rnu%ﬁple criteria. which can be corlﬂic’[irlg have
influence on the decision-ma ing process. For this, Multi-Criteria Decision Analysis
(MCDA) can be used. MCDA can be seen as a formal qpproqch, which seeks to "take
exp]icif account of mu]fip]e criteria in he]ping individuals or groups exp]ore decisions that
matter” (Belton & Stewart, 2002, p. 2). Within real estate, several MCDA models exist. In
their paper, Arkesfeijn and Binne amp evaluated a number of CREM and Public Real
Estate Management models based on two main criteria of good models: (1) the use of
mathematica operations, and (2) the t pes of scales useg in relation to preference
measurement (2014). In this paper, the qutzors concluded that no model existed that made
use of mathematical operations whilst mqking use of proper scales for preference
measurement.

Preference measurement and rnocleﬂing is the translation from demands into a
mathematical model, as “to enable the powerfu] weapon of mathematical ana]ysis to be
applied to the subject matter’ (Campbell, 1920, pp. 267-268). Preference modelling is
therefore the translation from an empiriccd system to a mathematical model. One of the
difficulties of preference measurement is the principle of reflection (Barzilai, 2010). The
principle of reﬁecﬁon states that orﬂy if in the empirical system a chqnge in value can be
measured and quotnﬁfied, it is allowed to make this change in the mathematical system.
When for example only the relative length of an object is known (object A is longer than
object B), it is impossi]ole to rnulhply the length of o]ojech A, as the exact length is unknown,
despite it being possible in the mathematical model.

Correct preference measurement is done Jfhrough strong scales. Such scales are constructed
using two objects or points, which are the reference points for rating the preferences. Next,
a preference curve can be constructed, which reflects the preference a person has. This curve
is based on three objects or points. This follows from the formula used to generate a curve,

?_;ﬁ = k. In this formula, "the number of points in the left-hand side of this
expression can be reduced from four to three (e.g. if B=D) but it cannot be reduced to two
and this imp]ies that pairwise comparisons cannot be used to construct freference scales

where the operations of addition and multiplication are enabled” (Barzilai, 2010, p. 24).

An exotrnple of such curve is found in Figure L
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Figure I examp]es of a preference curve for two variables (own i]]usfrai’ion)

As Arkesteijn and Binnekamp found that no decision model in real estate adhered to strong
scales whilst qﬂowing for the use of mathematical operations (qoihering to the principie of
reflection), the Preference-based accommodation strategy (PAS) design approach was

developed (Arkesteijn et al, 2016, 2015).

PAS is a further oieveloprneni of the Preference-based design rocedure deveioped by
Binnekqmp (2010). This proceoiure allows stakeholders, based on their preference, to ciesign
alternatives on a building level PAS allows desi ning alternatives for an entire portfolio,
finoiing the real estate porifoiio that best matches the preferences set forwqr&p by the
stakeholders involved.

The PAS design approqch consists out of three main elements: the steps (procedurorl
roriionqiiiy), activities (structural rqiionodiiy) and a mathematical model (substantive
roriionqiiiy). In the procedurql raiionqliiy, consists out of 6 steps, which describe what the
involved stakeholders should do and in which sequence. The structural rqiionodi’ry provides
the qpproach of foﬂowing these steps, dividing the steps in interviews (i) and workshops
(w), in the form i-w-i-w-i. Finctﬂy, the mathematical model is the supporting tool, in which
all information is fed, supporting the stakeholders to make a decision. The process of PAS is
summarised in Figure 2.

Steps of based Strategy design
1 2 3 a 5 6
Model Building
Specifying the decision . o . Determining Generating design o )
voriobles Determining preferences :Assigning weights Design Constraints alternatives Selecting design alternative
based on input of interviews the first PAS mathematical model is build i | model building |

|

based on input of interviews the ssecond PAS mathematical model is build i model building I

|

time

no

continues with model building and workshop etc.

Figure 2: flowchart of the PAS design approach (Arkesteijn, et al 2017)

The PAS oiesign orpproorch is a preference-bqseoi decision-rnqking model that makes use of
correct preference measurement and correct scales. Therefore, it is the ideal basis for the
incorporqiion of risks in a preference-bcrseci oiecision-rnqking process.
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Risk management

Risk consist out of two elements: the probq]oﬂi’[y of an event occurring, and the mqgnirude
of loss/gctin resulring from this occurrence (qutery, 1994). Alrhough Closely linked, a
significotrlt distinction between risk and uncertainty can be made. When deotling with risk,
an outcome may or may not occur, but its pro]oq]oﬂiry of occurring is known, whereas when
deqling with uncertainty, this probqbﬂi’[y is unknown (Sloman, 1995). Risk management
can be seen as the identification of risks and acting on this identification process throu h
activities and measures aimed at confroﬂing the risks. For this, three main steps can be
chtken, within a lqrger risk mqnqgemenr process visualised in Figure 3.

[ assign risk management process |
| responsibility start

(T define process, goals and evaluate, monitor
investment and control
tifi identification
| sk Eaton techniques

quantitative risk

analysis
| risk analysis qualitative risk

analysis
risk response

techniques
| stakeholders H risk response risk response

/ \ methods

——| risk management | I risk register |

Figure 3: simplified version of the corporate risk management process (adaptation from (Merna & Al-Thani, 2010))

Risk identification

The first stage in risk management is the determination of the risks which are 1ike1y to
affect the perforrnqnce of a strategy. Risk identification consists of systernoﬁficotﬂy mapping
the risks in a project. For this, a wide range of tools are available, based on stakeholder
help, previous experience, diagramming fechniques, testing and modeﬂing and other
techniques. In this research, interviewing and expert opinions are used as the main risk
identification J[eclrmiques.

Risk ana]ysis

Risk otrrotlysis is the second step of the risk management process. Anotlysis can be done both
quqlitqrive and quantitative. If data is available, quantitative ctrlqusis is often preferred,
as risks are analysed rlurnericaﬂy, resulting in a quantitative value for risk. This enables
risks to be sorreg by their impact and ris management perforrnqnce can be observed
closely. The objective of risk otrlodysis is to provide an estimate of the expected outcome and
its vo qrﬂiry or possi]ole deviation from the expecred mean, as this can Ef)e converted into a
probqbﬂi{y of event and the motgnirucle of gqin/loss, olefirling the amount of risk. Such
probqbﬂi{y curve can be developed by using forecots’[ing J[eclrmiques.

For forecasting techniques, accuracy of the forecast is obviously stated as the most important
criterion for se ecting the appropriate erchrlique (Yokuma & Armstrong, 1995). Next to this,
tHimeliness, ﬂexibﬂiry of 51@ Jrechnique, ease of use and the possiﬁle incorporation of
judgementoﬂ input are considered to be important criteria. Table 1 gives an overview of
several forecotsﬁng erchniques, ranked based on these criteria.
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Table 1. Overview of forecotsiing iechniques (own illustration based on (Armsirong/ 2001, Chambers, Mullick, & Smith,
1971))

Category Qualitative techniques Time series analysis Causal methods
Basic Input- Life-
Delphi market Panel Scenario Moving Trend Regression Econometric output cycle
Technique method research consensus planning average Box-Jenkins projections models models models analysis
Not
accuracy Very good Fair Good Fair Poor Very good Good Very good applica Poor
timeliness in
providing
forecasts Very good Fair Good Good Poor Good Good Good Very good Fair
Depends on Depends on
accessibility accessibility
flexibility experts High experts High High High High Low High Low Medium
ease of use High High High High di di di Low Low Low Medium
incorporating
judgemental
input Yes Yes Yes Yes No No No No Yes Yes Yes

What should be noted, is that every model requires the use of accurate data, as results will
never be reliable if incornpieie or inaccurate data is used.

From the table, it follows that an econometric model is the best method for forecotsiing.
However, econometric models require extensive niooieiiing of a iqrge number of variables
which are interrelated. For the purpose of this research, this can be iieotvy-iriancieoi, as it
requires identification of a iqrge number of uncieriying variables and testing. Therefore, the
Box-Jenkins forecotsiing Jfeciinique, part of time series otnotiysis is qppiieoi in this research. The
method allows for rnoti{ing a probot]oiiiiy curve.

A time series is a set of observations X;, each one being recorded at a specific time ¢t
(Brockwell & Davis, 2002). The purpose of time series analysis is to draw interferences from
the recorded time series. A sirnpie time series process is X; = m; + S¢ + Y, where m; is a
siowiy chctnging function, known as the trend component. s; is the seasonal component,
with a known periooi d and Y, is a residual random noise component that is stationary.

Stationarity implies that a process holds true to two statements (Tsay, 2005):
(1) E[X.] = pis independent of t
(2) Cov(X¢1nXe) is independent of t for each h

The basic time series model that is qppiieoi in this research, is the autoregressive iniegraieoi
moving average model (ARIMA (J),D,q)). This model has a differencing cornponeni,

otiiowing the time series to be made stationary. Differencing is done ioy observing the

change between two observations, which is written as: y; = y; — ¥;41. The autoregressive
component considers the part of the model in which the value X; ciepenois linearly on its
own past values X, The moving average component on the other hand considers the part
of the model in which the value X; oniy oiepenois iineqriy on the current and various past
values. Cornioineoi, the time series process can be defined as:

p q
i=1 i=1

where c is a constant value, & is white noise and @; and 8; are the parameters of the

model. These parameters show the relative influence of that part of the equation. ¢;
indicates how much the value X at time t is influenced by the value X at time t-i, which

is the autoregressive element of the equation. 8; on the other hand, is the parameter on the
moving average part of the model, and indicates how much the value X at time t is
influenced by the white noise at time t-i.

The time series model can be fitted to a time series process, by the means of various

statistical tests (for exqmpie ACVF, ACF, PACF, ADF, BIC, see Section 7.8 and Appendix
B for a detailed oiescripiion) where the order of P and q is determined, and the parameters
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¢, &, @; and 0; are determined. The goal of this fitting process is to find a model that as

c oseiy as possiioie reflects the movements of the actual time series process.

Using the model, one can oppiy a Monte Carlo simulation as to deveiop a iorge number

of potential scenarios. In this simulation, the white noise component &; is simulated a large
number of times, rnoking use of the probo]oiiiiy distribution identified from historical data
from the same variable. The Monte Carlo simulation draws a random number from this
distribution, and oppiies this to the time series model. This process is repeoied a iorge
number of times, resuiiing in various scenarios which show risk.

Risk response
The appropriate response to a risk depends on the size of the risk and the risk attitude of
the decision-maker (Gehner, 2006). In generoi, there are four types of control measures for
responding to risk: avoid, reduce, transfer or accept. Avoidance is the prevention of the
robability that the risk event occurs. Reduction irnpiies ioking measures to reduce the risk,
}Foor example ]oy creating fiexi]oiiiiy in the real estate porifoiio. Transference of risk is pioicing
the risk under the quihoriiy of another party, ]oy for exornpie by insuring. Accepionce of
the risk is the last possibie response, which is suited to risks with a low effect and a low

probobiiiiy.

Developrnen’t of the Location Decision-Mal:ing framework

Answering the main research quesiion requires the deveioprneni of a frornework, in which
a location decision can be made whilst incorporating risk management. For this, the
Location Decision-Moking framework (LDM frqrnewori{) is developed. The LDM
framework is an oidopioiion of the PAS design opprooch, and is build out of three
components, which heip the user in rnotking a location decision whilst ioiking into account
risk. The model consists out of a procedure, activities and a mathematical model supporting
the decision-rnoking process.

The Location Decision-Mai{ing procedure

The procedure is a list of steps to be taken in order to come to a location decision. The
procedure expiiciiiy states how all relevant variables and stakeholders are introduced in
the decision-rnoking process using a siep-by-siep pion. The foiiowing steps make up the

procedure:

Step I Each decision-maker specifies the decision variable(s) that he/she is interested in.
Siep 2: Each decision-maker rates his/her preferences for each decision variable as follows:
a. Establish (syniheiic) reference alternatives, which define two points of a

Lagrange curve:
i. Define a "bottom” reference alternative, the alternative associated with
the value for the decision variable that is least preferred, rated at O. This
defines the first point of the curve (xO, yO).
ii. Define a "top” reference alternative, the alternative associated with the
value for the Eecision variable that is most preferred, rated at 100. This
defines the second point of the curve (I, yl).
b. Rate the preference for an alternative associated with an intermediate decision
variable value relative to the reference alternatives. This defines the third point of
the curve (x2, y2).
Step 3: Each decision-maker assigns Weighis to his/her decision variables. The subject
owner assigns weigirris to each decision-maker.
Siep 4: Eac decision-rnoker/experi indicates for each decision variable whether there is a
risk that the value of the decision variable will chonge over time.
Siep 5: Each decision-maker determines the design constraints he/she is interested in.
Siep 6: The decision-makers define the locations in consideration other than the current
locations in the real estate porifoiio.
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Step 7: The decision-makers ]'oinffy decide on an otccepfot]ofe risk, formulated as a
proiobifify level between O and 1, that the alternative will not take a value lower than
the corresponding preference score.

Step 8: The decision-makers ]'oinfly assign a Weighf to the current and future overall
preference score of the porffofio.

Sfep 9. The decision-makers generate design alternatives group-wise and use the design
constraints to test the feosi]oilify of the design alternatives. The objective is to try to
maximise the overall preference score ]oy finding a design alternative with a higher
overall preference score than in the current situation.

Sfep 10: Use an oifgorifhrn to yiefd an overall current and future preference score and one
overall preference score.

Step II: The decision-makers decide group wise based on the overall preference score of the
alternative porffofios and insighfs in the risks of these porffofios.

The Location Decision-Making activities
The oipplicqfion of the steps in the procedure requires a number of activities with the
involved stakeholders. The activities comprise of three interviews and two workshops, that

alternate in the pattern W -I-W ], just as the PAS design approach (Arkesteijn et al, 2015).

Interview [ is held individuouy per stakeholder. In this interview the first 6 steps of the
procedure are followed. The interview is semi-structured and has the goof of complefin
the first six steps of the procedure. In Worl{s]'iop [ the system engineer shows the mode
and the results of the first steps foking in the first interview. The stakeholders are able to
test the model, and to make ﬁDocofion combinations as to get chuotinfed with the model.
Moreover, the stakeholders ]'oinfly take step 7/ and 8 of the procedure. The goof of the
Workshop is to provide insighfs for the stakeholders in how the model works. Interview II
can be seen as a repetition of interview I, where the stakeholders are able to chonge their
input stated in the first interview. This interview again cornpfefes the first six steps of the
model. Works}iop II shows the final results of the model. During the WOIkSEOp, the
stakeholders are once again able to design alternatives. At the end of the Workshop, the
mathematical model will calculate the best alternative. This alternative is fed back to all
stakeholders. In Interview Il each stakeholder individuoﬂy confirms that the alternative
that is calculated as the best alternative, is indeed the occepfed alternative. If this is not the
case, the stakeholders are able to odoipf their input once again, in a way similar to the first
two interviews and the process is repeoifed once again.

The Location Decision-Making mathematical model

The mathematical model is the supporting tool in the decision-moking process. The principol
structure of the mathematical model can be found in Figure 4. The input is gofhered using
the interviews stated in the activities, and fhrough data gofhering ]oy the system engineer.
The model then calculates for each possibfe alternative whether the alternative is feasible
occording to the constraints set ]oy the stakeholders. Foﬂowing this check, the preference
ratings for each decision variable for each alternative is calculated, resulting in an overall
preference rating. This process is repeotfed for each of the scenarios in the model. The output
of the model is an overall preference value for the current time period, a preference curve
for the future time period, and an overall preference value, showing the match of the

alternative with the preferences stated ]oy the stakeholders.
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Figure 4: principcd structure of the model (own illustration)

The best alternative is calculated by idking the overall preference rating of the current
time period, and by coicuidiing the overall preference rating of a future moment in time,
b considering the preference score correspondin to an in siep 7 specified pro]oobiiiiy level.
Tﬁese two values are then combined using Jie weighis determined in step 8 of the

rocedure. The alternative that has the highesi overall preference score, is selected as the
Eesi porifoiio.

Pilot s’cucly of the LDM-framework

The LDM-framework is tested at a business case at Engie Services. Engie Services is part of

the listed Engie group, one of the iorgesi technical service providers in the Netherlands.

Curreniiy, real estate decisions are mainly cost driven. The number of locations in the
ortfolio have been reduced significonﬂy, {rorn over 90 to 56 at present. Currenﬂy seven

E)coiions in the South of the Netherlands are under review. The lease terms have been

synchronised and the opportunity to consolidate these locations arose.

The Engie case consists out of the current 8 locations and 22 alternative locations. The
subject owner selected (besides himself) 6 main stakeholders, that oiiogeiher make up for
all four relevant perspeciives identified ]oy Den Heijer; poiicy rnokers, financial contro iers,
users, and technical managers (2011). In total 30 decision variables were identified by the
stakeholders, combined with 7 constraints.

The activities were followed as described in the LDM-framework. In Interview I the
stakeholders received a brief expidndiion of the gooi of the process and the steps towards
that gooti. Furthermore, the first six steps of the procedure were followed. A com iicoiing
factor in this interview was the fourth step of the procedure, indicoiing whether there is a
risk in the decision variable. The stakeholders had some difficulties in deciding on the risk
factors. For this a real estate expert ponei from the JLL research team was involved in the

process as to add more detail to the input of step 4.

During Model bui]ding I the first iteration of the model was deveioped. All location data
was gdihered based on the lease contract of the current Engie locations and pubiicly
available information from the other locations. The model was deveioped foHowing the
structure described eoriier, providing a unique function for each preference score, Jtotiioring
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the model to the input of the stakeholders. In Workshop [ the first version of the model was
tested. The stqkeho%ers were able to self-design their real estate porrfoho and then test this
alternative on alignmenr with the preferences. Moreover, the model was able to calculate
which alternative received the highes’[ preference score and therefore which alternative

was the best fit with the preferences indicated.

After the first Workshop the stakeholders were able to make changes to their input during
Interview II During these interviews 3 other stakeholders were involved in the process as
well, broadening the scope of preferences. In the interviews in total 30 decision variables
were determined and 7 esign constraints were identified. During Model Bui]ding II these
variables were included in the model. Moreover, the risk identification process was included
in the model. This was tested in Workshop I which had the same ap roach as the first
Workshop in that the stakeholders could selfdesign their alternative port olios. In workshop
I the model calculated the alternative with the highesr preference score which had an
increased preference score of +714 cornporred to the current portfolio. In Interview III the
stakeholders indicated that the process indeed results in the se\OecJtion of the best alternative
based on the input provided.

Evaluation of the Location Decision-Making framework

Effective decision support systems rely on a successful collaboration between the system
and the users of the system. Therefore, the users need to accept the system and trust the
SKSJ[em (Riedel et al, 2010). For this the experiences with the system, the attractiveness of
t

e system, and the perceptions of the effectiveness of the method can be evaluated.

The experience with the framework is in in generql evaluated as positive. The equy
involvement of the stakeholders in the process helped them to understand the model
properly, and helped them to feel engqged in the process. However, some stakeholders
indicated that the experience could be enhanced ]oy mqking the mathematical model more

interactive during the Workshop, better supporting the discussion oluring these Workshops.

The attractiveness of the system was evaluated as orrnbiguous. The stakeholders indicated
that for the stakeholders themselves the system is attractive, as for them it was a positive
experience. The stakeholders indicated that J[hey understood how the model worked and
Jrhey found it easy to select alternative locations and calculate the overall preference score.
However, on the other hand the users indicated that the model is quite complex, which is
pqrﬂy caused by the nature of the model being a structured otpprootj.h with a arge number
of variables and parﬂy ]oy the increased cornplexiry of Qolding the risk ctnorlysis in the
process. Furthermore, the amount of back-end rnodeHing of the mathematical model makes
the system less attractive ctccording to the stakeholders. This can be dealt with in further

reseorrch, improving the ease of orpplying the model to a specific case.

The sysrem's effectiveness was considered positive, as the results of the system closely reflects
the preferences of the stakeholders. The stakeholders otgreed that the framework is an
exceﬁen’[ supportin tool for solving cornplex real estate cases when muHiple criteria are
relevant. The stakeholders Qgreed that the results of the model cornply with the preferences
stated during the process.

Conclusions

This research is one in a line of researches on preference-]oqsed decision mqking in real
estate, which all revolve around the preference-botsed accommodation strateg design
approach developed by Arkesteijn et al. (2015). The main difference in this pi]yo’[ stugy
cornpotreol to previous iterations is the qbﬂity to forecast the future. This closely relates to
the main research question, "How can risk management effecﬁve.ly be incorporafed in a
preference-based location clecision-mal:ing process.?"

The LDM framework, consiolering the pﬂor s’[udy conducted during this research, is an

effective decision-rnotking process which incorporates the risk of chqnging location
characteristics in a preference-baseol location decision-rnaking process.
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Consisting out of three piHotrs (procedure, activities and model), the model answers to all
three levels of rqtionaliry, forrnirlg a complefe framework. The LDM framework has been
built in an iterative process, involving the stakeholders closely from the start of
developmen’[. The stakeholders indicated that this cerrqinly was of added value and that
the LDM framework helps them in rnotkirrg location decisions, based on their own
preferences.

Recommendations for further research
In future research the LDM framework can be tested in other pﬂo’[ studies. Next to this,

some other recommendations are to be made.

First of all, a more visual support to the model can improve the ease of use of the model,
and the system acceptance. Including a map in the grotphicql user interface could help in
unders’[qnding better where the locations are. Moreover, making the map interactive,
Visuqlising location data can help the user in urlclersrqnding the re ot’[iorlship between the
overall preference score and the location data better. In the pﬂor srudy it was also
mentioned that a more interactive model would help in l’anil’lg decisions easier as the

iterative 1oop is significquﬂy shortened when the model olirecﬂy reflects the changes made.

Tes’[ing the model on a case that lies in the past could help in vali&qring the framework.
The future values that come out of the model can be compqred to the actual values as to
test whether the model approximates the developments correcﬂy. Moreover, it can
derirrlnine whether the decision that was made is the correct decision otccoroling to the
model.

An important last recommendation for further oleveloprnerlr is to substitute the Lotgrom.ge
curve for a cubic Bézier curve. This a proqch better approximates the ernpiriccﬂ system and

revents wrong decisions to be rnctfe based on incorrect mathematics. It should be noted
Eowever, in order to not increase the complexity of the framework, the substitution should
be qccornpotrried by a rorphicotl interface which allows the decision-maker to quick]y
determine the curve without much olifficulry.
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Readers guide
This report consists of five parts which represent four stages of this research thesis. The first
part presents the reader the main pro]oiern that is subject of this thesis and the opproqch of
soiving the probiern.

Cbotpierl introduces the pro]oiem of the risks in location decision rnqking for corporate real
estate managers. Furthermore, it expioins the relevance of the research.

Chapier 2 outlines the research that is conducted. First, the objectives are described followed
]oy the main research question and sub-quesiions. The opprooch is discussed in the
meihodology and research instruments.

Part 11 describes the necessary background for this thesis. It expioins the main elements in
detail, providing the theoretical un erpinnings for this research.

Chapier 3 describes the world of Corporotie Real Estate Motnotgerneni in generoi as to get
ocquotinied with the research field this thesis is in. The concept of added values is expioined

here as WeH

In Cnapfer 4 the location decision-rnoking process for real estate is expioined. Here, the
reasons for iocoiing in a certain pioce are set out. These drivers cioseiy interrelate with the
driving forces for a company.

Chapier 5 illustrates what preferences are and how ihey can be measured. This way the

drivers described in chopier 4 can be translated into measurable units.

Chapier 6 expidins how preferences can be used in decision moking by the use of a model.
The generdi iheory behind such models is explained and specioti emphosis is pui on the
Preference-based accommodation strategy iooil,o which is can be seen as the starting point
of the new framework.

In Chopier 7 a new pers ective is added: risk. The Jtheory of risk is expiqined, as are several
tools for ideniifying and assessing risk. Through this process, the best way to incorporate

risk in a multi-criteria decision moking model is researched.

Chapier 8 of this thesis cornpleies the theoretical framework by considering which aspects

of a decision support system such as the one deveioped in this thesis makes them effective.

Part III describes the deveioprneni of the Location Decision-Moiking (LDM) framework as
an odopiotiion of the PAS design dpprooch.

In Chapier 9 the developmeni of the framework is described inciuding an extensive
descripiion of the framework itself. This expidnoiion is build out of the three main elements

of the framework: the LDM procedure, the LDM method, and the LDM mathematical

model.
Part IV describes the piioi siudy, where the framework is tested.

Chapier 10 gives an introduction to the piioi siudy, providing insighis in the company
where the piioi is held and the current decision-rnoking process. Next to this, the case to

which the model is oppiied is described, as to expidin whic probiern is solved by using the
LDM-framework.

Chapier 1 presents the actual piioi siudy itself. The steps that have been taken are

described, which is evaluated in Chapier 12, answering the second set of sub-quesiions.

XIX



Part V of this thesis plqces the research into perspective, giving a reflection of the
developmen’[ of this model in relation to previous ilot studies with the Preference-based

Accommodation Strq’[egy procedure. Also, the added value of the research is presen’[ed.

This is both discussed in Chapfer 13.

The final Conclusions, discussions and recommendations are pqu forward in Chapfer 14, in
which the answers to the sub-ques’[ions are summarised and the main research question is

ODSWQIG&.

Kev terms list
Term Explqnaﬁon
CREM Corporoﬁte Real Estate Manqgement

CRERM

Corporoﬁte Real Estate Risk Manqgement

DSS

Decision Support System

LDM-fIqmework

Location Decision-Motking framework, the

framework that is olevelopeol in this thesis.

Time Series

A series of data measurements over time,
with equotl time steps between the data

lteration

points.

‘the repeated Qpphcqﬁon of @ common
me’[ho&por Jtechnique at different points in
a design processu (Dym, Little, Orwin, &
Spjut, 2009, p. 26)

PAS design Qpproqch

Preference-based Accommodation Strate Yy
design Qpproqch, a method cleveloped Ey
Arkesteijn et al. (2015), on which the LDM-

framework is based.

ARIMA (pD,q)

Autoregressive integrcﬁfed moving average
model. A time series model that can be
fitted to a time series process, mimicking the
movements of this process.
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1. Introduction
“Decidirlg where to locate all or part of your business in an uncertain world is critical to
competitiveness and success. The inferlsifying war for talent is raising the stakes even higher
given the role of real estate in attracting and retaining talent and maximising its
proclucfiviry. thvigafirlg the mu]fip]e push and puH factors of competing locations can be
Chaﬂenging” (Weeink et al, 2017, p- 2). Location decision makirrg is a comp]eX process
carrying high risk if it is not done effecfive]y. An ever—chctnging environment comp]icafes
the process even more ds decisions have a ]ongfferm impact and locations must be p]anned

for the future.

11 The conflict of location decision-makin
Location olecisiorl-rnqking is part of the lqrger ield of Corporate Real Estate quqgemen{
(CREM) (De Jonge, Arkesteijn, Vande Putte, De Vries, & Van der Zwart, 2009). The main
objective of CREM is defined by Krumm et al. (2000, p. 32) as:

“the management of a corporafion's real estate porh(o]io by a]igning the porh(o]io and
services to the needs of the core business (processes), to obtain maximum added value for
the business and to contribute opfimaﬂy to the overall perforrnctnce of the corporafion.“

One of the added values in CREM is risk con’[roL which is still unclerexposed in research
(Bartelink, 2015, pp. 21-22). First publications on Corporate Real Estate Risk Management
(CRERM) originate from 1999 to 2004, in which Simons (1999), Gibson & Louargand
(2002) and Huffman (2003, 2004) published articles on the topic of CRERM.

In contrast, corporate risk management is present in the majority of the large companies
(Bodnar, Giambona, Graham, & Harvey, 2014). In an evaluation of the added value of
corporate risk management, Smithson and Simkins found that companies which have an
active risk mqnqgement pohcy were 4,8% more financial valuable than comparable
organisations who did not (2005), with outliers up to 16%. Examples of such risk policy are
operation risk policy (e.g. structural failure of a ey fotcﬂity) or competitive risk policies
(e.g. a chqnge in the government's plqnning policy restricting future growﬂq). Given the
substantial costs involved in real estate, often ]oeing the second?otrges’[ cost after labour costs
(Weeink et al, 2017, p. 7), risk management in the field of real estate can be a con’[ributing

factor to the company s overall performqnce.

In location decision mqking the risks are high. A wrong location decision not orﬂy has
effects on the real estate costs, but on the entire business process. Location decisions have
impact on a compotny‘s qbﬂi’[y to establish and maintain a competitive QdVO.l’l‘tO.ge
(Rymarzak & Sieminska, 2012). Therefore, it is of importance to take risks into account
when decioling on a location. Creqﬁng a robust real estate por’[folio, that is still favourable
in a number of years, lowers risks significanﬂy.

Location risks originate from a deviation in the preferences a company has for their real
estate location and the actual characteristics of JEEQJE location. Therefore, it is important to
assess the match of a real estate portfoho with the business strateg and the preferences of
the stakeholders involved. For this, use can be made og, the Preference-based
Accommodation Strategy design Qpproqch (PAS), cleveloped by Arkesteijn  and
Binnekqmp (Arkesteijn, to be pu lished; Arkesteijn & Binnekqmp, 2014; Arkesteijn et al,
2016, 2015). This method allows the involved stakeholders to find the optimal real estate
por’[folio that matches best with the preferences and constraints indicated. However, PAS
does not take into account the uncertainty of chqnges in location characteristics and
preferences.

Risk in location decision mqking arises due to uncertainty. The world is cons’[qnﬂy evolving
and subject to change. How the world will evolve in the future is per definition uncertain.
However, location gecisions are 1ong-term, and have to take the future into account and



need to respond to the uncertainty prevqiling. This exposes the company to a risk that the
future unfolds differenﬂy than Qnricipotted.

Uncertctinty is often expressed in terms of probabihr (Morgan, Henrion, & Small, 1992).
Probor]oili’[y shows the expectancy of an event chuqﬁ]y hqppening. When multiple events
are consiolered, in this case a range of values of a Vqriable, each value is qssignecl with a
probqbﬂi{y of occurrence. This way, it becomes possible to assess the risks in location
decisions. Using this probor]oﬂi’[y assessment, risks in location decisions can be rncrnotged,
which adds value to the company. Incorporqring these risks in portfolio location decision

motking Jfhrough PAS is therefore the topic of this research.

1.2 Societal and scienfific relevance
In oloing research, it is important to be aware of the relevance of the research itself. In this
regorrd, the question is what the added value of the research is for society, and what it
contributes to the scientific booly of knowledge. These questions are answered below.

121 Societal relevance
Location decision-making is an important aspect in corporate real estate management. The
location decision marks the start of a new real estate life cycle, and has a lotrge impact on
the business of a com any. In interviews with stakeholders in practice, it is found that the
scientific chkgroun of location decisions is often 1Qcking. Ad-hoc decisions or poor
judgement can have severe negative consequences for a company. Recenﬂy, a new cmus
on location decision motking can be observeg in the market, see for example Weeink et al.

(2017) and van der Mije (2017), showing the need for more well-founded decisions.

This research answers part of the need for a more structured and well-informed choice. The
framework allows individual companies to make location decisions, quing into account
risks. The framework adds value for a company by controﬂing these risks, and mqking the

decision-mqking process more transparent and objective.

The end result of the framework is a portfolio that best matches the demands ]oroughr
forward by a company. Therefore, it leads to better orlignment of the corporate real estate
strategy and the business strategy, now and in the future. This imphes that the real estate
supports the company better, pofenﬁotﬂy increasing the overall performqnce of the
company.

129  Scientific relevance
The scientific field of corporate real estate is limited, as few researchers worldwide are
focussed on CREM (Heywoool, 2011). In addition, in this specific research field, corporate
real estate risk management (CRERM) is researched even less, despite the po’[en’[iorl
significotnt negative consequences of real estate decisions. This research focusses on this gap
in literature where corporate real estate management and corporate risk management
intertwine.

Moreover, this research links CRERM to the scientific field of quantiﬁed foreccts’[ing. If risks
and scenarios are qnqused ina decision-mqking process, the assessment is often quorli’[oﬁfive,
motking use of best-quesses and estimations. This research incorporates time series qncdysis
in the real estate risg assessment, by means of rnooleﬂing the time series and forecorsting.

The framework is based on the PAS clesign ap roach, developed by Arkesteijn (Arkesteijn
et al, 2015). This procedure is the first procedures in CREM that combines a structured
orpproorch towards selection of the best portfolio with correct preference measurement
(Arkesteijn & Binnekqmp, 2014, p. 94; Arkesteijn et al, 2015, p. 103). This research extends
this model with risk ornotlysis, ]ouilding on existing theories. The combination of the PAS

procedure and other scientific fields provides the scientific relevance of this research.



1.3 Utilisation potential
This research is an Qpplieol research. This imphes that a problem in practice is to be solved.
For this an artefact is created, in the form of a framework. This framework should contribute
to solving the problem in practice. Therefore, the utilisation potentiql of the research is an
important factor as well.

The final result of this research is a framework for mqking location decisions on a por{folio
level. The framework consists of three elements: steps (proceclurod rationality), activities
(structural rotﬁonodity) and a mathematical model (substantive rqﬁonqlity), ased on the
research of Arkes’[eijn (forthcoming). The framework is based on previous research on
preference-bqseol decision mqking. The framework is tested in a pilot study and evaluated
on the Qpplicotbﬂi’[ and usefulness of the model. AHhough the framework can be used in
every company, the otncﬂy’[icql data on time series is s ecificaﬂy generqteol for the pﬂot
study company. This hotmpers the use of the empiriccf data generot’[ed in this research
outside the scope of this research, with the exception of using the input as an expert system.
The opera’[ionql part however, the framework itself, can be used by every company ching
location decision-mqking.



2. Research plan & methods
The main research question of this thesis iss how can risk effecfive]y be incorporafecl in a
preferencefbasecl location decision—making process? Answering this research quesfion
involves a hybrid research approach, with an emphasis on operafiona] modeﬂing. The
expected end result is a framework that supports companies in making location decisions
while eXpliciﬂy faking into account the risk of cbanging location characteristics.

2.1 Research objectives
Location decisions are difficult to reverse, as this has significqnt consequences. A wrong
location decision not only has effects on the real estate costs, but on the entire business
process. For exqmple, staff that was hired for the new location may be reluctant to move
to a new premise, disrupﬁng the business process. Therefore, mqking location decisions are

important in the CREM process.

Location decisions are decisions made in companies to select a location for (part of) the
company. These decisions are based on numerous criteria, which are specific to the company
itsel (e.g. OVO.ilO.biliny of skilled employees or otccessi]oﬂity with Eubhc JtrotnsporJf). These

criteria are the preferences a company hClS Cll’ld are ’[herefore CO.H@ clemotnd preferences.

As location decisions are plqnneol for the 1ong-{erm and therefore the future, not only the
current characteristics of a location should be taken into account when evotluot’[ing different
options. The world is subject to chqnge which ]orings the risk of Changing location
chrqc’[erisﬁcs. This can result in locations not being suitable for a company in the future.
The risk of this chqnge should be taken into account as well in the decision-mqking process.

The objective of this thesis is to develop a framework that takes into account both demand

references and risks of chqnging ocation characteristics. The developmen’[ of such
E’Qmework requires theoretical insights in multi-criteria decision mctking, reference-based
decision motking, location decision motking, risks and uncertainty. Next to ’[Eis, a pﬂof sfucly
is conducted as a proof of concept of the framework. The pﬂot study is also used as a method
to evaluate the framework on its otpplicqbﬂity and usefulness.

2.2 Research questions
The research questions of this thesis are formulated using the theoretical knowleclge
genera’[ed from academic literature and reports from practice. The main research question
that is answered in this research is:

How can risk managemenf effecfive]y be incorporcn‘ed in a preference-
based location decision-mczl{ing process?

The research question is build up out of two elements. First, a framework is olevelopecl
based on the preference-botseol accommodation strate Y design otpprootch in which risks are
incorporcﬁfecl. This framework will be referred to as the preference-botsecl location decision-
making framework (LDM). The second element consists of testing and evotluoﬁring the
method, where the process is tested and reflected upon using a pﬂot stucly. This provides a
proof of concept of J[ie Qpproqch. Both elements have a number of sub-ques’[ions which are
explotinecl below.

221  Sub-questions developing the framework
In oleveloping the framework knowleolge is required on a number of research fields. This
allows for a method to be made which takes into consideration risk management and is
based on preference-based olecision-motking. For Jthis, the foﬂowing su]o-questions have been

develope :



= What are location decisions based on and how are location decisions curreniiy
made?

u HOW can preferences ioe quaniifieoi qnoi rnooieiieoi?

= What are the recent trends and oieveioprnenis in real estate decision rnqking
processes?

= How can risk be qssesseoi, manageci and quotniifieoi?

* How can risk be incorporctieoi in a preference-]oqseci location oiecision-rnqking
process?

These sub-quesiions provioie the basis for oieveioprneni of the framework. The questions
relate to the three main piiiorrs of this research: risk management, location oiecision-rnqking
and preference rnooieiiing. These sub-quesiions are answered ]oy conoiuciing a literature
siuoiy. The last sub-question requires the oieveioprneni of a new framework in which the
three piiiqrs are combined into one framework.

229  Sub-questions testing and evaluating the framework
The next step of cieveioping a framework is to test and evaluate the framework. This
provides insighi in the ap iicqbiiiiy and usefulness of the method. Testing and evoriuoriing
the model also provicies the proof of concept ihrough a piioi siuciy. For this the foiiowing

SUb-qU@SﬁOl’lS i’lO.V@ ]oeen cieveiopeoi:

= How can oiecision-rnorking tools be evaluated?
» How is the framework perceived by the stakeholders in prorciice?

Answering these questions allow for answering the main research question, as the end
result is a framework that incorporates risk effeciiveiy in a preference-bqseci location
oiecision-rnqking process.

2.3 Conceptual model
he main research question and all su]o-quesiions can be distilled into two main parts. The
first part is the input requireoi for rnorking the framework. This part can be divided into
three elements: preference rnooieiiing, location decision rnorking and risk rnotnctgerneni. These
three scientific fields combined provicie the theoretical unoierpinnings on which the
framework is created.

The second part of this research is the deveioprneni of the framework itself. This framework
is based on the research of Arkesteijn et al. (2015), and consists out of steps (procedural
roriionotiiiy), activities (structural roriionotiiiy) and a mathematical rnooieﬁ) (substantive
roriionotiiiy). This framework results in a location decision. This is visualised in Figure 5.
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Figure 5: Conceptual framework of this research (own illustration based on (Arkesteijn et al, 2015))

2.4 Methodology
When considering the main research question, it follows that the research is an operqrionotl
research project. This is due to the fact that answering the research question requires the
developmen’[ of an artefact. The oleveloprnent of an artefact to solve a problem is considered
an operoﬁfionoﬂ or formal research process (Barendse, Binnekamp, De Graaf, Van Gunsteren,

& Van Loon, 2012, p. 1). In this case, the artefact is a framework.

From this it follows that the operot’[iorlal research proceclure should be used. Ackoff and
Sasieni (1968) developed such procedure which consists out of the foHowing five steps:

Formulqﬁng the pro]olern

Construcring the model

Derivirlg a solution

Tes’[ing the model and evqluqrin(ﬁ the solution

Implemenring and maintaining the solution

N

In this process, steps two to four are repearecl several times as to i’[eroﬁfively develop and
refine the model. Step 5. Implementing and maintaining the solution will not be taken in
this thesis. The steps olefine&p]oy Acko?f and Sasieni can be seen as a design process where
an artefact is created. Dyrn and Little developeol a more extensive model based on this

process (Dyrn et al, 2009). This model follows the same five steps of the model of Ackoff

and Sasieni, be it more detailed. The structure of this model is shown in Figure 6.
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Figure 6: the c]esign process (own illustration based on Dym et al, 2009, P 25)

Foﬂowing the procedure requires input that is obtained ernpiricotuy as the probiern should
be defined. However, in the scope o this research the ernpiricgi input is considerabl iqrger.
This ernpiricoti input comprises of the identification and otncriysis of risk of chqnging%ocqiion
characteristics. Moreover, the procedure is tested in a piloi siudy in which the insighis are
also obtained ernpiricqiiy. T erefore, oniy following a design process and operctiionotl
research methods is insufficient. Answering the researc question therefore requires a hy]orici
research rneihodology combining both operqiionotl research and ernpiricqi research.

In a hybrid rneihocioiogy, a Cyciicai process is followed in which the ernpiricqi research
process is linked to the formal process. Barendse et al. (2012) developed a model showin

this process showing the inierreiqiionships between the two research methods. This mode
can be found in Figure 7. The model shows two iterative ioops which are linked at four
points in the process. The process starts at the formulation of the client statement which
results in the probiern definition. After this the model specificotiions are designeoi as to make
a concepiuqi oiesign. During this process, in the ernpiricqi cycie, a hypoihesis is developed
which is tested. In this research, the hypoihesis is that location characteristics are prone to
chqnge. The results from the ernpiricotl research are used as input for the operaiionqi model.
This interaction is visualised in Figure 7. Next, the model is tested and evaluated, enqbiing
the researcher to refine and optimise the design. The last step is to use the model.
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The operot’[ionql component of this research is significotnﬂy 1qrger than the empiricotl
component. Therefore, the operq’[ioncd clesign process is taken as leqding for the research
Opproach.

2.5 Research instruments
This research makes use of both operqﬁonql and empiricql research instruments. First of all,
a literature study is used to create a theoretical framework prior to developing the LDM
framework. The second research instrument is the clevelopmen’[ of a mathematical model
which operot’[ionodises the framework and allows for using this framework. The framework
is then tested in a pﬂot study where interviews and Workshops are used to obtain the
necessary data and to test qnz evaluate the model.

Literature study

A literature s’[udy is conducted as to gain insigh’[ in the field of corporate real estate
motnqgement and location decision mqking specificqﬂy. This information is used to qnquse
the current process and the research field. Next to this literature has been reviewed on risk
and uncertainty as to find how a manager can deal with uncertainty and risk. The last
part of the literature s’[ucly consists of an qncdysis of preference based strategy qlignment

Model development

A mathematical model is developecl as an operqtionotlisot’[ion of the proposecl proceolure of
this thesis. The model is built in an iterative sequence foHowing the steps of a formal
research process as described in section 2.4. The model is cleveloped in Mqﬂqb, a
mathematical calculation tool based on matrices which enables a model based on



interrelated functions to de developed, simpiifying the process of odding objects and

alternatives.

Pilot siudy

The framework is tested in a piioi siudy. This piioi siudy has the aim of providing a proof
of concept of the procedure and the model. For this the piioi siudy is conducted at Engie
Services Netherlands. The pilot study is conducted using the method of Arkesteijn (2015).
This method comprises of five activities; three interviews (i) and two Workshops (w), which
are completed in the sequence i-w-i-w-i. This ogprooch of deveioping a model was used

successfu iy in tests with the PAS procedure and was evaluated posiiiveiy (Arkesteijn et
al, 2015, p. 107,118).

Interviews

The interviews are used to obtain input for the model and are held with each stakeholder
individually. The procedure is expioined to the stakeholders, after which the procedure is
followed al owing the stakeholders to provide the input of the model.

Next to this the interviews serve the purpose of evoiuoiirrg the framework. The evaluation
is done ]oy assessment of the framework based on four criteria suggesied by Joldersma and
Roelofs (2004), as did Arkesteijn (2015). The first criterion is experiences with the method,
which measures the impact of the method based on the user's experience. The second
criterion is the attractiveness of the method, which relates to the confidence in the methods
and outcomes. Pariicipanis' perception of effectiveness of the method and observers
perceptions of the effectiveness of the method provide the third and fourth criteria. These
criteria inquire on how much the model contributes to the results and on the level of quoiiiy
of the resu}iis.

Workshops

The workshops are used to present the framework to the stakeholders and diiowing them
to use it. During the Workshops the system engineer is able to observe the effectiveness and
efficiency of the framework.
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3. Corporafe Real Estate Management
This thesis can be p]aced in the scientific field of corporate real estate management.
Corporctfe real estate management has evolved from inding a bui]cling to a strategic
management process of the fifth resource; real estate. The objective of corporate real estate
management is to a]ign the real estate strategy to the company strategy fhrougb the use
of added values, of which one is confroﬂing risks. This chapfer serves as an introduction to
the field of corporate real estate management.

3.1 History and theory of corporate real estate management
Theories on real estate management in generql focus on the match between demand for,
and supply of space (Den Heijer, 2011). Corporate Real Estate Management (CREM) was
origina ly defined as the range of activities undertaken to attune corporate real estate

optimally to corporate performance (Krumm et al, 2000).

Corporqte Real Estate Manqgement originot’[ed some 250 years ago in response to the first
industrial revolution that requireol speciql accommodation to manage the industrial
activities, closing the era where real estate merely consisted of housing, churches and
governmentoﬂ buﬂdings. This marked the start of speciotlisecl real estate depqrtmen’[s finding
real estate that matched the core businesses of the companies. From the sixties on, companies
started expotnoling on a globotl scqle, requiring lotrge financial resources to be poureol into
the core activities, forcing corporate real estate (CRE) managers to show their added value
to the company for the first time (Krumm et al, 2000). Managing corporate real estate
therefore has grotcluotﬂy change& from reducing costs to effectively supportin the primar
processes and otdding value to the gootls of the company (Joroff, Louotrgotn , Lambert, g
Becker, 1993). This has led to recognition of corporate real estate as the fifth resource next
to human resources, capital, Jfechnology and information (Krumm et al, 2000). Joroff et al.
(1993) described the ¢ anging role of CREM in five evolutionqry s’[qges which can be
found in Figure 8.

Business strategists

Entrepreneurs
Dealmakers
Controllers
Taskmanagers
Engineering Minimising Standardising Matching Convening
buildings building costs building usage market options the workforce
Technical Analytic Problem solving Business planning Strategic

Figure 8: corporate real estate competency shifts (Joroff et al, 1993)

The first stage shows the originotl role of CRE managers, supplying the corporaﬁon's need
for physicotl space. The controller stage adds the gootl of minimising costs of real estate and
tries to benchmark real estate in order to control it. The dealmaker, stage three, creates
value for the business units and no longer specifies the ]ouﬂding in the way its internal
clients want but standardises the buﬂoling use in order to get a flexible deal (Den Heijer,
2011). The entrepreneur functions as an internal real estate company looking at the firm's
competitors Qn&poffers similar real estate alternatives to the business units. The business
strategist is the last stage of the corporate real estate manager and anticipates business
trends and monitors their impact. The strategist focusses on Jie institutional mission and
tries to add value to this mission Jrhrough the use of real estate.

The model of Joroff is additive in nature, implying that the business strategist also focusses
on for example the minimisation of buﬂoling costs. AHhough the stage a company and its
CREM depqrtmen’[ is in differs per company it is believed that most organisations find
themselves in the third or fourth stage in the model (Krumm et al, 2000).

The gootl of CREM is to “maximise the corporate real estate’s contribution to the corporate

bottom line and the long-term health of the corporation” (Huffman, 2003, pp. 32-33).
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Krumm et al. (2000, p. 32) use a more elaborated definition of the purpose of CREM.: 'the
management of a corporation's real estate porh(o]io by o]igning the porffo]io and services
to the needs of the core business (processes), to obtain maximum added value for the
business and to contribute opfirnctﬂy to the overall performance of the corporation.” In his
assessment of several otpprooches for ohgning CRE and orgonisct’[ionol stro{egies, Heywood
uses a definition of olignrnent based on the Shorter Oxford Dictionary definition: "o]ignmenf
is the ]oringing into norrnony fhings that differ or could differ [...] by moking them
consistent or in agreement with each other’ (Heywood, 201, p. 2). KO.plO.l’l & Norton, in
their book \Alignrnent', see otlignrnent as the continuous “search for ways to make the whole
more valuable than the sum of its parts’ (Kaplan & Norton, 2006, pp. 26-27). This
definition irnrnediot’[ely shows the purpose of qhgnrnent, as it irnplies the support of a
common purpose, synchronising decisions and processes in J[irning and direction (Shiern-shin
Then, Tan, Fonseca Santovito, & Anker Jensen, 2014). In the field of CREM, qhgnrnent can
be defined as the synchronisqtion of the real estate strategy with the corporo{e/business
strategy with the purpose of odoling value to the company.

3.2 Adding value

Using the definition by Krumm et al, a corporate real estate manager should focus on
odding value to the company. In 1993 Nourse and Roulac made the first attempts to discern
added value by real estate related o erating decisions by oligning real estate decisions
with the corporate strategy, stating that real estate decisions are only effective if they
support the overall business objectives (Nourse & Roulac, 1993). Nourse and Roulac
providecl 8 corporate strategies which were translated into corresponohng real estate
strategies.

Three years later De ]onge listed seven elements of added value that contribute to the
transformation of real estate from “costs of doing business” to a true corporate asset (Krumm,
1999). The seven elements are increasing proolucﬁvi’[y, cost reduction, risk management,
increase of value, increase of ﬂexibﬂity, chonging the culture and PR and rnorketing. These
elements are similar to those of Nourse and Rouloc, corn]oining several elements and odding
one new added value of real estate: risk management.

Lindholm and Levéainen (Lindholm, Gibler, & Levainen, 2009; Lindholm & Levdinen,
2006) used the added values of Nourse and Roulac and De Jonge as a startin point and
researched the use of added values in practice, finding seven ogded values of real estate
which relate to the gool of increasing shareholders value. With this list, Lindholm and
Le\lfdinen redefined several aspects of the list, whilst retaining the overall gools of odding
value.

Whilst Lindholm and Levéainen used a shareholders pers ective on addin Volue, De Vries
et al. (2008) introduced the stakeholders perspective and divided nine added values over
three core organizational perforrnqnce aspects; profi’[o]oili’[y, prooluctivi’[y and
distinctiveness (de Vries et al, 2008). The nine added values were (1) reducing costs, (2)
coanroHing risks, (3) ex onoling funding possibﬂities, (4) enhqncing ﬂexibﬂity, (5) increase
producﬁvity, (6) s’[irnuFoinng innovation, (7) improving culture, (8) supporting image, and
9) increasing satisfaction.

In her dissertation, Den Heijer (2011) reviewed the literature on added value, and divided
them using four different stakeholder perspectives; (1) the strategic perspective of the pohcy
maker, (2) the financial perspective of the controller, (3) the functional perspective of the
user and (4) the ph sical erspective of the technical manager. An overview of all added
values defined ]oy the authors mentioned in this section can be found in Table 2.
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Table 2: Lists of added value of real estate (Van der Zwart, 2011 based on (De Jonge, 1996; de Vries et al, 2008, Den

Heijer, 201l Lindholm &  Levdinen, 2006; Nourse Roulac, 1993;  Scheffer et al, 2006))
Nourse & Roulac De Jonge Lindholm Scheffer et al De Vries Den Heijer
1993 1996 2006 2006 2008 2011
Real Estate Strategies Added Values Real Estate Strategies Added Values Real estate added |Added values of Real
values Estate
Occupancy cost minimalization  |reduce cost reduce costs cost reduction reducing costs decreasing costs

Facilitate and control production,
operations and service delivery

Promote Human resource
objectives

improve productivity

increase productivity

Facilitate manegerial proces and
knowledge work

improve culture

increase employee
satisfaction

increasing productivity

increase productivity

supporting user
activities

increase innovation

changing the culture

increasing satisfaction

increasing (user)
satisfaction
improving quality of
place

improving culture

supporting culture

stimulating
collaboration

stimulating innovation

stimmulating
innovation

Promote sales and selling proces

promote marketing message

marketing

promote marketing and sale

PR and marketing

supporting image

supporting image

Flexibility

increase flexibility

increase flexibility

increase of flexibility

enhancing flexibility

increase flexibility

Capture real estate value creation

improve availability of
finance (increase of value)

risk management

increase value of assets

increase of value expanding funding increase real estate
possibilities value
risk control controlling risks controlling risk

reducing ecological
footprint

What can be found is that the list of added values remains more

or less constant over time,

with some minor chqnges in the scope and names of each added value. There is one added
value that was added since the originql set of real estate strategies of Nourse and Roulac:
reolucing the ecologicod footprint. This shows the increased awareness for sustqincﬂoﬂi’[y in
recent years.

In literature, risk control or risk management is consistenﬂy mentioned in research regqrdin
added values of real estate. This shows that risk management is an area important in reo?]I
estate decision motking.

3.3 Conclusions

Corporate real estate management (CREM) is the scientific field in which this research can
be plotced. CREM is the synchronisation of the real estate strategy with the
corporot’[e/business strategy wit the purpose of ctolcling value to the company. The gootl of
the LDM design approac complies with this gootl, in that it tries to find the real estate
location that opﬁmqﬁ)ly suits the corporate business strategy. This synchronisqﬁon process is
described in a number of added values of corporate real estate management, which
evolved over time. One of the added values consisfenﬂy mentioned is risk
control/manqgement The incorporation of this added value in the PAS design Qpproqch is
the topic of this thesis.
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4. Location decision-making in real estate
Location clecision—mai{ing is part of corporate real estate management. Location decisions
are driven b strategic choices of the company, and is based on the demands and
preferences ofya company. This chapier answers the sub—quesﬁon: ‘what are location
decisions based on and how are location decisions curreniiy made?’

4.1 Location decisions and the corporate business strategy
Location decisions are part of the corporate real estate strategy of a company. This strate y
is cieveiopeci based on input on three aspects; the real estate porifoiio characteristics, igi[ie
orgotnisqiionoti characteristics and the corporate business strategy (Rovers, 2017). This shows
the direct link the corporate real estate strategy has with the corporate business strategy.

This qiignmeni can be seen in Figure 9.

l Organizational context i Context development < . Macroeconomic context

Organizational driving force(s)
’ Organizational characteristics Real estate portfolio characteristics

¥
\ ¥
| Corporate business strategy
|
[
Corporate real estate strat
| Lt = STRATEGY

———————————————————————————————————————————————————

Y 1 OPERATING DECISIONS

—‘ Corporate real estate disposal process
Y Y l

Choice for disposal l ’ Asset type specification Strategy adoption ‘

Figure 9: Aiignmeni of corporate business strategy and corporate real estate strategy (Rovers, 2017; based on Nourse &
Roulac, 1993)

From the corporate business strategy, the desire to move to a location can come forward.
Each company has its own specific reasons for optimising their porifoiio. However,
motivations for iqking locations decisions can brootoiiy be cqiegoriseci in one of four

categories, based on the work of Dunning (1977) and Franco et al. (2008):

o Market seeking: accessing a new market or exponding in an exis’[ing one.

e Resource seeking: focussing on natural resources and human resources like talent
clusters.

° Efficiency seeking; rotiionctiising the fooiprini of established activities.

. Sirqiegic asset seeking; acquisition or sourcing of new or otuxiiiqry iechnoiogies and
intellectual property rather than expioiiing existing resources.

4.2 Driving forces for the corporate business strategy

As described in the previous pqrqgrqph, a location decision is part of the corporate real
estate strategy of a company. This strate y is, amongst other ihings, the result of the
corporate business strategy and the translation of the demand criteria for real estate.
Demand criteria for real estate are based on the core process of the company, ds real estate
is a means to sup]iori the core business. The core business and the mission statement of the
orgotnisqiion can be formulated in terms of ciriving forces. These driving forces determine
the strateg of a company, and therefore inoiireciiy determine at which location(s) the
company s{iouici be or wants to be. Furthermore, o chotnge in the ciriving force of a
company can have an effect on the operating decisions in the real estate strategy.

The iheory of oiriving forces originqies from the work of Tregoe and Zimmermotn, which
has been qcknowieoigeoi as element of qiignmeni of real estate strategies and corporate
strategies by amongst others Nourse and Roulac (1993) and Scheffer, Singer and van
Meerwijk (Q.OO(’)). Tregoe and Zimmerman identified nine ciriving forces, which determine
the future prooiuci and market scope that define a business, which are groupeoi in three
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categories: (1) Products/markets, (2) Cotpot]oiiiiies and (3) Results. An overview of the

riving forces can be found in Table 3.

Table 3: Driving forces of corporate strategy (Tregoe & Zimmerman, 1980)

CATEGORY DRIVING FORCES EXPLANATION

PRODUCTS/MARKETS (1) Products offered  Defines business strategy by its
producis and prooiucis similar to
existing ones.

(2) Market needs Defines the business by attempting
to  serve pctriicuiqr needs o
pqriicuiar segments of the market.

CAPABILITIES (3) Technoiogy Defines business ioy attempting to
provicie prooiucis, services, an
markets derived from its
iechnoiogicoti expertise.

(4) Production Defines business ioy attempting to
cctquiiiiy provioie producis and services that

can be prociuceoi using its
roduction capoibiiiiies.

(5) Method of sale Defines business ioy attempting to
provicie producis and services that
can be sold by the compqny's way
of convincing the customers to buy.

(6) Method of Defines business ioy attempting to

distribution provioie producis and services that
can be sold by the compqny's
distribution system.

(7) Natural Defines business ioy attempting to

resources provicie producis and services that
are generaieci from its control and
use of potriicuiar resources.

RESULTS (8) Size/growih Defines business ioy attempting to
provioie producis and services that
meet new size or growih objectives.

(9) Reiurn/profii Defines business ioy attempting to
provicie producis and services that
will meet its iqrgeied return or
profii measures.

According to Tregoe and Zimmerman, usuqiiy oniy one of the driving forces is the main
determinant of what a business does. However, Nourse and Roulac state that muiiipie
driving forces could be used: "The driving force of a company may change over time with
chan ges in the environment, markets and other forces that determine business direction and

competitive position” (Nourse & Roulac, 1993, p. 478).

4.3 Driving forces and location decision preferences

431  Driving forces for location decisions
As described in the previous qugrqph, the corporate real estate strategy follows from the
corporate business strategy, the orgctnisaiionqi characteristics and the real estate porifoiio
characteristics. In her research O'Mara unoierpins this link, puiiing apart the corporate
business strategy into the inoiusiry forces and the environmental constraints and
opportunities.

O'Mara provioies a framework for ihis, in which the demands are cqiegoriseoi (O'Mqrq,
1999). This diagnostic framework can be found in Figure 10.
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Corporate real estafe strategy

strafegic environment organisafional demands
industry forces environmental constraints structural demands cultural demands
= Customers/buyers and opporfunities = Organisational sfructure = History
° Suppliers * Technological dynamism > Work processes * Corporafe culfure
° Barriers fo enfry ° Regulafory environment ° Demographics ° Senior management
° Substitute products ¢ Financial resources preferences

¢ Rivalry befween firms

Figure 10: Diagnostic framework for corporate real estate decision mql{ing (O'Mara, 1999, p. 191)

As can be observed, O Mara divided demands in strategic environment and orgotnisqrionotl
demands respectively. These are then divided in two sets of categories each. The strategic
environment takes into account the inolus’[ry forces, in which variables such as number of
customers, rivcﬂry between firms or barriers to entry are important. The second category
in the strategic environment are the environmental constraints and opportunities. This
category reflects for exctrnple the reguloﬁrory framework persistent in the location, and
financial resources available.

In the organisational demands, both structural and cultural demands can be found. Under
structural demands, the work process and dernogrqphics can be found, whereas the cultural
demands reflect history, corporate culture and senior management preferences.

439 Location preferences
The preferences for a location are, just as the corporate business and real estate strategies,
unique to a company. However, several important categories can be distinguished W%en
deciding for a location. In his research in practice, Weeink et al. (2017) describe seven
common drivers of location decisions, and dubbed them the ‘rnctgnificenr seven These seven
drivers are explotined below.

Talent and skills

The quotli’[y of talent is critical to business success. Real estate location decisions are driven
]oy positioning real estate to attract and retain talent. This can rnotinly be found in the
desire of being cethrotHy located. The focus on talent and offices in city centres is driven by
dernogrqphy, irnrnigrotﬁon and glo]oqhsqﬁon, Working protc’[ices such as flexible Working,
sustqinqbili’[y and improvements in ctccessi]oili’[y. Ahgnrnenr to the new geogrqphy of
talent is a driver of choosing a certain location.

Real estate

Real estate is generqﬂy the second 1qrgest business expense, foHowing labour costs. Using
the resource efficienﬂy and oprirnotﬂy can therefore yielol significornt financial benefits.
Cornpotnies can use location decision-rnctking to Qlign to new corporate strategic drivers
such as a demand for new cqpqci’[y, consolidation or mergers, regeployrnenr, resizing or
decentralisation.

Clusters

Clusters are ecosysterns which help drive innovation, knowledge shqring and collaboration.
Clusters are linked to lqrge talent pools and concentrations of customers and suppliers.
Access to shared sources can decrease real estate costs and stimulate innovation. However,
locqting in a cluster can be expensive. Therefore, the positive and negative aspects of
clusters must be balanced.

Regu]ai'ion and taxation
Corporate tax rates vary between countries and jurisdictions. A lower tax rate can have a
beneficial impact on the company. Moreover, regulqﬁon can ploty a role in the
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attractiveness of a location. Chonge in labour laws can for exompie alter the access to
talent. Considering future reguioiory chonges are therefore important.

New visions
A chonge in the way a company works can be a coioiysi for location chonges. A new
business strate y can create new requirements for the real estate portfolio. Moreover,
iechnoiogicoi changes have altered the way of Working, resuiiing in ofFices becoming more
user focussed.

Cify dynamism

Cities are more ociiveiy responding to the chongin social and corporate oiynornics. Moyor
cities are ioecorning more active in promoting igeir cities, which can result in grants,
incentives or attraction of talent. Aiihough cii{j oiynomisrn is roreiy the ieooiing driver of

location decision, the way a city oieveiops can be a ]_ousiri or puii factor in the decision.

Accessibi]ify

Accessi]oiiiiy can be defined on various levels. However, on each level it pioys a role in
location decision moking. Accessibiiiiy can relate to the obiiiiy to access new markets and
customers, or physicoi and natural resources. Moreover, transportation occessi]oiiiiy can also

be a key driver, as it is critical to the suppiy chain speeoi or otccessibiiiiy of talent.

These elements form the most important drivers of location decisions. These demands can

be put in the oiiotgnosiic framework of O'Mara, which can be found in Figure 11.

industry forces Clusters

environmental constraints & opportunities Accessibility
City dynamism
Regulation and taxation
structural demands New visions
Real estfate
Talent and skills

culfural demands

Figure 1I: Drivers caiegoriseci foiiowing O'Mard's framework (own iiiusiroiiion)

What can be observed is that cultural demands are not considered in the drivers found by
Weeink. This can be expioineoi by the fact that most cultural demands are oireooiy
embedded in the selection of location alternatives. The hisiory of the com any often
constraints the possi]oie locations, as from a historical perspective, the company for exornpie
could want to stay in a certain city iirniiing the set of alternatives.

The drivers mentioned here can be translated into specific demands. The driver can be seen
as a cluster of demands. For exornpie, occessibiiiiy can be translated into distance to major
pu]oiic transportation hub, distance to the nearest higiriwoy, travel time to the nearest
airport, distance to suppiiers et cetera. However, again it is important to note that the
drivers mentioned in this section provioie an overview of the most common drivers for
location decisions. The demands can be company specific and should oiwoys be stated by

the company itself.

As part of the PhD thesis of Korteweg (2002), research was conducted regardin
accommodation factors pioying a role in oiecioiing on a new office on both location leve
and ]ouiioiing level, which can be found in Table 4. The dataset was obtained by
conoiuciing two surveys, targeting office users in the Amsterdam region in 1988 and 1991
Here, it is found that the main criteria for a new office location on buiioiing level are
representativeness, the size and price, whereas on location level the main criteria are
porking possi]oiiiiies, occessibiiiiy ]oy car and representativeness of the location.
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Table 4: Demand preferences of offices on location and building characteristics (Korteweg, 2002).

Location Survey Survey Building characteristics Survey Surve
characteristics 1988 1991 1988 1991
Accessibi]ify by car 95% 85% Size 64% 50%
Proximity higbway 76% 65% Flexible space usage 58% 43%
Parking possibi]ifies 95% 88% Expansion possi]oﬂi’[ies 39% 40%
Accessibi]ify by pub]ic 68% 69% Single tenant 24% 4%
transport
Proximity rai]way 449, 46% Recognisqbﬂity 63% 45%
station
Proximity city centre 13% 25% Representativeness 87 % 82%
Proximity other offices 19% 18% Appearance 62% 61%
Proximity stores 20% 16% Heigh’[ 1% -
Proximity facilities 21% 7% Rental / ]ouy price 69 % 62%
Proximity clients 31% 28% Service and energy costs 44% 49%
Proximity airport 49% 33% Automatisation 50% 39%
facilities
Representativeness 70% 72% Security 58% 52%
location
Visibi]ify from 920% 12% Aircondiﬁoning 20% 26%
higbway

More recently, Remey and Van der Voordt (2013) researched office user preferences based
on the Delphi-metho targeting 18 experts from practice. A list of six location characteristics
and 15 buﬂoling characteristics where raneg using three office user profﬂes: urban
speciqlists, the status-sensitive professiorrotl and the or inary tenant. However, as opposed
to Korreweg, one of the main characteristics, size was not included in the research. In
location characteristics, the most important aspects where (1) otccessi]oili’[y by car, (2)
Representativeness and (3) Accessibﬂity by pu]ohc transport. On buﬂoling level, the top 5
wWas (1) pquing, (2) represenra’[iveness exterior, (3) ef iciency space usage, (4) division
ﬂexibﬂity and (5) representativeness interior. These ranks both refer to the orolinqry tenant

category (Remoy & Van der Voordt, 2013).

Furthermore, in literature an extensive list of perforrrrotnce measures can be found, each
referring to a certain type of demand in literature. The literature regqrding perforrnotnce
measures or Key PerFErmance Indicators studied, is in odphabeticql order A pel-
Meulenbroek & Feijts (2007), Dalderup (2014), the NEN-802] norm, Riratanaphong
(2014), Verhoeff (2014), Vermeer (2007), and Zaghdoud (2013). The full list can be found
in Appenolix A List of ke perforrrrotnce indicators. This list is categorised using the CRE
strategies identified by Gi]o%/er and Lindholm (2012) and clustered per demand.

These researches provide a number of basic criteria that are important for a company.
Physicql characteristics such as size and representativeness ploly a role, just as other
(financial) characteristics such as rental costs and service costs. However, the demand
preferences of a company are always specific for that com any itself, due to their specific
company strategy. Therefore, it is a ways important to define the relevant criteria for the
company itself when oleveloping a real estate strategy. A list of performance criteria can
however be used as an expert system, as to prevent uninformed &Zcisions.

44 Conclusions
In this chotpter, the sub-question ‘what are location decisions based on and how are location

decisions currenﬂy made” is answered.
Each company has their own process of mqking location decisions, each with their own

unique set Of requirements O.l’ld/OI preferences. HOW@V@I, a number Of common grounols can

be found. Where a company decides to locate is rnctinly olepenolent on the driving forces
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of the com any: what is the raison d'étre of the company and what should it pursue
(Tregoe & Zimmerman, 1980). These cirivirig forces can then be translated into location
characteristics. Demographics, environmental constraints or ovoiiotbiiiiy of workforce are
exompies of such characteristics.

In generoi, seven overorching elements can be identified that ioy a role in location decision
making (Weeink et al, 2017): talent and skills (the availability of the necessary talent
and workforce), real estate (availability of the righi quoiiiy of real estate, in the righi size,
for the righi rice), clusters (ovotiiobi%/iiy of preferreoi amenities in the vicinity of the
location), regulation and taxations (iegoi reguioiiorls that favour the business process), new
visions (chonges in the business siroiegy), city ciyrlornisrn (the positive or negative way a
city is developing), and occessi]oiiiiy (access to your required network in terms of clients,
persorlnei, current locations).

Location decisions are curreniiy made based on a unique combination of requirements. In
research, it is found that location decisions are often based rnoiniy on accessi iiiiy ]oy car,

representativeness of the location and occessibiiiiy ]oy pubiic transport (Korieweg, 2002;
Remoy & Van der Voordt, 2013).
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5. Demand, preferences and preference measurement
Demand for a proclumL is defined as the quantity that customers are Wi]]ing and able to
buvy at each and every price, all other fhings being unchanged. In real estate, demands are
influenced by the business strategy, to which the real estate porffo]io should a]ign, This
Chapfer aims to answer the sub- question: How can preferences be quanfiﬁed and modelled?
For fhis, first a genera] introduction of demand and preferences is given, before describing
the approach of preference measurement

5.1 Demand theory in economics
In economics, the demand for a certain procluct is defined as “the quantity that customers
are WiUing and able to buy at each and every price, all other fhings being unchanged."
(Gillespie, 2014, p. 39). This implies that the demand for a certain product is linked to the
costs and forms a curve, known as the demand curve. It is both epenolent on what the
customer wants and what Jrhey can afford, and is therefore dubbed ‘effective demand’.

In economics, the demand is related to the price, and is dependen’[ on several factors such
as the price level, the customers incomes, the price of substitute products, the price of
complementqry proclucts, the number of customers in the market and several other factors
(Gillespie, 2014). The result is a demand curve as can be seen in Figure 12. Here, the demand
Ql in units is a result of the price PL

Price (€)

= P D = demand curve

0 Q1 02 4.
Quantity (units)
Figure 12: Demand curve (own illustration based on (Gillespie, 2014, p. 40))

The demand curve is often slopecl due to the law of climinishing motrgincd ufﬂity. This law
states that the extra uﬁlity of another unit of product is lower than the utﬂity of consuming
the previous one. A consumer will move odong the demand curve when only the prices
chqnges and every’[hing else remains equql. However, the demand curve i’[se% could also
shift when one of the underl ing factors chqnges. A Change in income, chqnge in number
of customers or a chqnge in the price of substitute proclucfs are exqmples of such a chotnge.

To estimate the hkely demand for produc{s in the future, in economics use can be made of

the elotsﬁcify of demand. This elasticity examines the sensitivity of demand in relation to
a number of other factors and can be gefinecl as:

Percentage change in the quantity demanded

Demand elasticity = ; - - -
Y Percentage change in a variable (e. g. price or income)
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5.2 From demand to preferences in real estate
The demand of a company is based on the preferences of that entity. The overall demand
for a specific ]ouﬂding is based on the demand preferences of all companies and the match
of the ]ouﬂding with these preferences. Therefore, it is important to consider the demand
preferences in real estate. The stakeholders of a company proviole their desires for the office

Jrhey wish to occupy, which is their preference.

In practice, preferences for real estate have 1ong been dictated ]oy location and physicotl
characteristics of real estate (Leishman & Watkins, 2004). Tooloty, these characteristics are
still important. However, with the evolution of CREM the criteria for location decision-
making increased sirnuquneously, such as sociotl, financial and virtual values (Nierni &
Lindholm, 2010). As the number of variables increased in size and the information
regqrding preferences are important for deciding on a real estate strategy, the necessity for
methods for measuring the preferences arose. Difficul’[y of preferences is that these are per
definition subjective (Barzilai, 2010, p. 59). The term pre%oerence refers to the liking of a
person, and can be seen as prioririseclpneeols and requirements (Niemi & Lindholm, 2010,
P 36). The measurement of preferences can therefore be seen as an identification process of
the needs and requirements including a prioritisation of these values.

5.3 Measuring preferences
The objective of measurement was formulated ]oy Campbell as “to enable the povverfu]
weapon of mathematical ana]ysis to be app]ied to the su ject matter (qunp]oeﬂ, 1920, pp.
267-268). This analysis allows for judgement of how well certain aspects perform.
Measurement therefore makes it possible to evaluate a decision (beforehand) on their fit

with the demands.

Preference measurement involves the translation from an ernpiriccd system to a
mathematical model. The ernpiricql system are the objects in real life which are ]oeing
measured. These objec’[s are measured on certain properﬁes (e.g. preference), which is the
translation from the property of an o]o]'ecr into a numerical value, or a scale, in the
mathematical model. This translation allows for the otpphcoﬁfion of certain mathematical

operations, which cannot be otpplieol in the ernpiricql model (Barzilai, 2010, P 2).

One of the difficulties of preference measurement is the rinciple of reflection (Barzilai,
2010). This principle states that: "operations within the mathematical system are applicable
if and on]y if fhey reflect corresponding operations within the empirica] system’ (Barzilai,
2010, p. 5). This means that, in order to have a mathematical system that is a valid
representation of the ernpiriccd system, the mathematical system must be hornornorphic to
the ernpiriccd system. If for exotrnple the measurement of two objects is only relative, eq.
object I is longer than object II, but one is unaware of how much longer object I is to the
second object due to for exorrnple the unqvqilol]oﬂi’[y of a measuring tape, it is irnpossible to
conduct mathematical operations on the mathematical system. For example, «
mulriphcoﬁrion of 21is irnpossi]ole, as one does not know the lengrh of the object. Even t ough
in the mathematical system it is possible to do such operation, it does not reflect a
corresponding ernpiricotl operation, and therefore the operation is extraneous and invalid
i

(Barzilai, 2010, pp. 4-5).

Furthermore, Barzilai states that only scales which allow the operations of addition and
multiplication are scales that are useful (Barzilai, 2010). These scales are defined as proper
scales: “Since the purpose of rnocleﬂing is to enable the app]icafion of mathematical
operations, we c]assify scales by the type of mathematical operations that fhey enable. We
use the terms proper scales to denote scales where the operations of addition and
mu]fip]icarion are enabled on scale values, and weak scales to denote scales where these
operations are not enabled (Barzilai, 2010, p. 19). In an assessment of a number of MCDA
methodologies, Binnekamp (2010) found that only the preference-function modelling
rne’[hoolology as &eveloped by Barzilai (1997) allows for the mathematical operations

necessary Ql’l& l’l’lO.kQS use Of proper sccdes.

21



On this scale, a preference curve can be constructed, which reflects the preferences one has.
In the preference-func’[ion rnocleﬂing (PFM) rnethodology of quzﬂqi, preference curves are
constructed using three objects or points. This follows from the formula used to generate a

scale, notrnely ?_;B = k. In this formula, "the number of points in the left-hand side of this

expression can be reduced from four to three (e.g. if B=D) but it cannot be reduced to two
and this imp]ies that pairwise comparisons cannot be used to construct preference scales
where the operations of addition and multiplication are enabled” (Barzifai, 2010, p. 24).
The necessity for three preference points is ﬂflsrrqreol J[hrough the foHowing exqrnple:

Sup ose someone is looking for a new apartment. He is Wiﬂing to travel to his work. He
preters to travel 10 minutes. This value is the ernpiriccd value, that is translated into the
mathematical value on the scale. This results in the “scale” value of 100, which is the highesf
value. However, he also states that he is WiHing to travel a bit further, at the most 30
minutes. This value can then also be translated into a mathematical value of O, ]oeing the
lowest value. But what if the person is able to choose an apartment that requires 20 minutes
of Jtrotveling. The question is how high does this option score on preference? One could say
50, as it is hodfwory between the most preferreol and least preferred option. However,
rnotybe the person doesn't requy mind to travel a bit longer than 10 minutes, and is ’[otqHy
fine with travelling 20 minutes, but just has the 30 minutes as a maximum. One cannot
say definiﬁvely what the preference score of the apartment is.

When three poinrs are idenﬁfieol, a proper curve can be olerivecl, which allows for
measurement of every ernpiricotl value. This is done by fiHing a curve Jthrough the three
points. [n operations research, Lagrange curves are often used for this (Binnekarnp, 2010, p.
101). This way, a constant curve can be distinguished. A Lagrange curve interpolor’[es

between a number of polynomials. It is a polynomial P(x) of degree < (n — 1) that passes
through n points, in this case three (Ar}gl)(es’[eijn et al, 2015, p. 104). Therefore, in this

procedure, the curve can ]oe CO.ICUlOerd using:

(x—xl)(x—xz)>* +<(x—xo)(x—xz)>* +<(x—xo)(x—x1)>
(o — x1)(xg — x3) 0 (g — x0) (x1 — x3) ! (xz = x0) (X2 — x1)
* Y2

P(x) = <

The result is a curve, that goes Jfhrough the three points that are to be dis’[inguished. This is
illustrated in Figure 13. Now, every value of a variable, can be translated to a preference
score.
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Figure 13: eXQmp]es of a preference curve for two variables (own i]]usfraﬁon)

5.4 Two types of preferences: stated and revealed
Of importance in preferences, is that there is a difference between stated and revealed

preferences. A stated preference is the identification by a stakeholder of what he/she prefers
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and would like (Nicholson & Snyder, 2012). This is in contrast to the revealed preferences,
which are observed from actions and can only be identified after a decision hasieen made
(Samuelson, 1938). Therefore, revealed preferences can only tell sornething about the past
demand, in contrast to stated preferences which can Qpp{y to the current demand and
future demand.

In the revealed preference Jrheory, origiany developeol by Samuelson (1938), observed
behaviour (e.g. a person buying a produc’[) is used as an orpproxirnqrion of the individual's
urﬂiry function or demand curve. The person is expecrecl to follow Samuelson's principle of
rotﬁonodiry in that the person is maximising the utﬂiry function. Therefore, if the person
chooses produc’[ A over B, product A is revealed preferred over produc’[ B. This irnplies that
at under any different price-income arrangement, B can never be revealed preferreol over
A (Nicholson & Snyder, 2012, p. 175). When product B is chosen however, this irnplies that
the ]ouyer could not afford proclucr A Tfall Jffese points are combined, a concave function
follows, which is the utﬂiry function. In CREM, both stated and revealed preferences can
be found. However, in the formulation of preferences, stated preferences are used, as no
decision is made yet.

5.5 Connecting preferences to adding value
Preferences in real estate are often derived from main drivers of the stakeholders and
answering to these demands should result in qolding value to the company. Accoroling to
the shareholder value Jrheory, one of the main qccep’[ed theories regqrding corporate
overnance, value to a firm is created by moaximising the wealth of shareholders (Lazonick
g{ O'Sullivan, 2000). As to reach this goql, strategic plolnning is developeol, of which

corporate real estate management is part.

When rnotking a real estate strategy, several perforrnqnce measures are to be cornpured,
derived from the company's strategy (Keegan, Eiler, & Jones, 1989). These measures are
used to assess and ensure companies reac their aims and objectives. Lindholm et al
developed a model, hnking the end goal of maximising shareholder wealth to two main
drivers for this maximisation; profira ﬂiry growrh and revenue growrh (Lindholm et al,

2009).

Next, the study identified seven real estate strategies which influence the profitotbﬂi’[y

rowth or revenue growrh, based on the added values discussed in section 3.2. In 2012,
Gibler and Lindholm upolcﬁted this model with an eighrh strategy, including a recent focus
on sustainability into the model (Gibler & Lindholm, 2012). In 2011, Den Heijer made a new
distinction in the added value list, exphciﬂy mentioning the conrroﬂing of risk as one of the
added values. These two studies have been combined to show the connection between
CREM and the maximisation of wealth for the shareholders. This results in the model found
in Figure 14. Demand preferences can be linked to these strategies and can provi&e a
framework for demand identification.
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Core business performance Real Estate strategy level Involved stakeholder(s)
level

Increasing real estate value

controlling risk

/, ‘ ,i stimulating innovation

reducing ecological footprint

Revenue

increasing (user) satisfaction

supporting culture

) \I improving quality of the place
| stimulating collaboration

supporting user activities

Maximising the wealth of shareholders

Profitability
growth

increase flexbility

OO0 BEECCOECC

decreasing costs ‘

support image

D policy makers I:I financial controllers D users D technical managers

Figure 14: Model of relationship of CRE strategies to core business strategy (own illustration based on (Den Heijer, 201I;
Gibler & Lindholm, 2012))

As stated earlier, preferences are per definition subjective (Barzilai, 2010, p. 59). Therefore,
it is irnpossible to ]Fi)sr all demands of a company in advance. However, a number of aspects
are generic, qlrhough with varying values. These aspects are often closely related to the 12
real estate strategies found in Figure 14. An overview of these preference on the topic of
location decisions are described in 4.3 and can be found in Appenolix A: List OF key

perforrnotnce indicators.

5.6 Conclusions
This chotpter answers the sub-quesﬁonz "How can preferences be quotn’[ifieol and modelled?”
Preferences show the desire a company has for certain factors. Answering to these
prelferences can be seen as cﬂigning to the company strategy and therefore as an added
value.

Preferences are per definition subjective. The term preference refers to the liking of a person,
and can be seen as priori’[isecl needs and requirernen’[s. Meqsuring preferences is therefore
an identification process of the needs and requirements, inclucling a prioritisation of these
values. Measuring preferences enables one to qpply mathematical qnodysis and
calculations to the subject matter.

Preference measurement involves the translation from an ernpiriccd system to a
mathematical model. Preference is translated into a numerical value, or a scale, which can
in turn be fed into a mathematical model.

Preferences are rnotpped, and a mathematical model is constructed using three objects or
points. This follows from the formula used to generate a preference curve, nctrnely 48 k.

In this formula, "the number of points in the left-hand side of this expression can be r_eo[ucecl
from four to three (e.g. if B=D) but it cannot be reduced to two and this imp]ies that
pairwise comparisons cannot be used to construct preference scales where the operations of

addition and multiplication are enabled.” (Barzilai, 2010, p. 24).
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Using these three reference points, one can construct the preference curve, that correctl
corresponds to the ernpiriccﬂ system. The curve is constructe using a Lagrange curve, whicﬁ
in’[erpolcﬁtes between a given number of polynornincﬂs. The curve can be calculated using:

(x —x)(x — x3) >* +< (x — x0) (x — x3) >*
(xo — x1)(x9 — x2) 0 (x1 — x0)(x1 — x2) 1
+< (x— %) (x = x)) )
2

(xz — x0) (x2 — x1)

P(x) = <

It should be noted that a there is a differentiation between stated and revealed preferences.
A stated preference is the identification of a stakeholder what he/she would like, whereas
a revealed preference is the observation of an action, from which a preference can be
distinguisheg These preferences could differ, and in this thesis, stated preferences

predorninoﬁfe.
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6. Multi-criteria decision-making and PAS
This chapfer focusses on decision—making tools and answers the sub- question: What are the
state of the art deve]opmenrs in real estate decisionfmal{ing processes? For this, first the
field of multi-criteria decision cma]ysis is exp]ained. Multi-Criteria Decision Ana]ysis is used
when mu]ﬁp]e objectives, which are often conﬂicring, have influence on a decision—making
process. For MCDA to be used, preferences should be measured. Using the preference—
function modelling methodology of Barzilai (1997), scales can be made that allow for
mathematical operations. The Preference-based Accommodation Sfrafegy, deve]oped by
Arkesteijn (2015), based on the Preference-based design procedure of Binnekamp (2010),

does this, and provicles a solid basis for further deve]opmenf.

6.1 Theory of multi-criteria decision analysis
Multi-Criteria Decision Analysis (MCDA), according to Belton and Stewart (2002, p. 2), is
defined as "an umbrella term to describe a collection of formal approaches which seek to
take eXp]icif account of rnu]fip]e criteria in he]ping individuals or groups eXp]ore decisions
that matter’. MCDA can be Qpplied when decisions have to be made, which involve a
number of criteria which have influence on the outcome. It is especicﬂly often used when
conﬂicﬁng objec’[ives occur, either from one stakeholder, or from various stakeholders. An
easy exotmple is fin&ing a olweﬂing to live in. AHhough for exotmple one wants to live in
the city centre, this objec’[ive can conflict with the maximum price one is WiHing to pay,
forcing him/her to find a compromise. The process of MCDA can be described as an iterative

process foHowing three main phqses. Figure 15 gives an overview of these photses.

identification of the |

problem/issue
problem
e structuring
alternatives
uncertainties
key issues
| _—
Z.’?J?'J.'ﬁmem model building -
il eliciting values
ealues defining criteria \
specifying
alternatives .
using the model
sensitivity

robustness ana'Iysis
creating new

alternatives N
challenges intuition developing an
synthesis of action plan

information

Figure 15: MCDA process (own illustration based on (Belton & Stewart, 2002))

First, the pro]olem needs to be identified and structured, as to provicle a common
unders’[qncling of the pro]olem amongst all stakeholders. The photse focusses on structuring
the problem in terms of involved stakeholders, the values of the variables, the constraints
and uncertainties. In the second phase a model is constructed, which is a mathematical
model of the problem. This mode]pis then used to develop a number of alternatives. These
alternatives are also analysed for comparison, based on the previously defined criteria of
the stakeholders. The last phase consists of the development of an action plqn, as the decision
can be taken using the information from the analysis (Belton & Stewart, 2002, pp. 6-7).
The process MCDA can lead to a decision, which is called MCDM (Multi-criteria decision

motking )

The MCDM process essenﬁqﬂy olevelops a number of alternatives, which are then assessed,
choosing the ies’[ alternative. This decision is based on which alternative is preferred over
the other alternatives by the stakeholders. This is done by stating several preferences and
their relative importance or weights (Binnekamp, 2010, p. 31).
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6.2 MCDM models in real estate management

Within real estate, several MCDM models exist as real estate decision rnoking often
involves rnuiiipie (conﬂiciing) criteria. Arkesteijn and Binnekdrnp (2014) evaluated a
number of CREM and Public Real Estate Management (PREM) models based on the two
main criteria of good models: (1) the use of mathematical operations and (2) the type of
scales used in relation to preference measurement, as expioined in section 5.3. Table 5
provides an overview of iEis assessment, in which it can be found that at that time, no
rnopiei existed which made use of mathematical operations whilst rnoking use of strong
scales.

Table 5: Evaluation of CREM and PREM models (Arkesteijn & Binnekamp, 2014)

Domain Authors Use of mathematical Scales used
operations

CREM Nourse and Roulac (1993) Yes Not indicated

CREM Edwards and Ellison (2003) No N.A.

CREM Osgood (2004) No N.A.

CREM Scheffer et al. (2006) Yes Weak!

PREM Brackertz and Kenly (2002) Yes Weak

PREM Wilson et al. (2003) No N.A.

PREM Van der Schaaf (2002) Yes Weak

Therefore, the Preference-based accommodation strategy (PAS) design a prooci’r was
developed (Arkesteijn et al, 2015). PAS is developed as a tool to operationalise the DAS-
framework (Designing an accommodation strate y) in order to reach better otiignrneni
between demand and suppiy. The DAS framework involves a number of steps to be taken
deierrnining the current state of qiignrneni of the real estate porifoiio (suppiy) and the
corporate strategy (demand). This is followed by an iterative process, to design a real estate
strategy for future otiignrneni. This design involves a selection of interventions in the
]ouiidings in the porifoiio, based on a stakeholder onoiysis and translation of the corporate
mission into real estate related objects. The corporate strategy is translated into a real estate
strategy, whilst J[orking into account iong-ierrn uncertainties in the business.

However, the DAS framework and other tools used in real estate management have two
main difficulties. Firstly, the procedure is ill defined as to how an overall porifoiio preference
rating is enerated. This irnpiies that the model designer is needed for oppiicqiion of the
frotrneworgL (Arkesteijn et al, 2015, pp. 101, 103). The second issue in oiignrneni tools is the
measurement of preferences. Arkesteijn (2015, p. 103) and Arkesteijn and Binnekamp (2014,

. 89) found that the models used in real estate management make use of preference scales
that do not allow mathematical operations of calculus and linear oige]oro. These issues
resulted in the necessity to deveiop a well-defined, operoiionotiised procedure: the
preference-bosed accommodation strategy (PAS).

Prior to the development of the PAS, Binnekamp (2010) developed the Preference-based
design procedure which made it possibie to design alternatives based on strong scales,
foiiowing the cornprehensive work on preference measurement and preference functioning
rnodeiiing of Barzilai (2006). The Preference-based design procedure allows stakeholders
to determine decision variables, which are rated on preference. As this procedure onl
focussed on a ]ouiiding level, it was further deveioped into the preference- ased porifoiio
design (PBPD) procedure. The PBPD procedure allows designing alternatives for an entire
porifoiio, and is designed such that the preference funciioning rnodeiiing oigoriihrn (PFM)
deveioped by Barzilai (2006) can be used for evaluation of the generctied porifoiio
alternatives (Arkesteijn & Binnekornp, 2014, p. 97).1In later pubiicoiions, the PBPD procedure
is referred to as the PAS procedure (Arkesteijn et al, 2015, p. 103).

The PAS procedure consists out of six steps (Arkesteijn et al, 2015, pp. 103-104):
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Step L Specify the decision variable(s) the decision-maker is interested in.
Sfep 2: Rate the decision-maker's preferences for each decision variable as follows:

a. Establish (synrheric) reference alternatives, which define two points of a
Lagrange curve:

i. Define a ‘bottom” reference alternative, the alternative associated
with the value for the decision variable that is least preferred, rated
at O. This defines the first point of the curve (xO, yO).

ii. Define a "Jrop” reference alternative, the alternative associated with
the value for the decision variable that is most preferred, rated at 100.
This defines the second point of the curve (xl, yl).

b. Rate the prefererrce for an alternative associated with an intermediate
decision variable value relative to the reference alternatives. This defines the
third point of the curve (x2, y2).

Sfep 3: To each decision Vorioble, assign decision-maker's Weighr.

Sfep 4: Determine the desigrr constraints

Step 5: Generate all design alternatives (using the number of ]ouildirrgs and allowed
interventions). Then use the desigrr constraints to test their feosibﬂiry.

Sfep 6: Use the PFM odgoriﬂ’rrn to yield an overall preference scale of all feasible

alternatives.

In the first step of the procedure, the decision variables are defined by the decision-maker.
These are the orﬂy variables that are used in the procedure. Srep two consist of estoblishing

reference ratings. The PAS procedure utilises La range curves for the developmenr of the
ratings. The Logronge curve is a curve which is fitted Jthrough a top and bottom reference
alternative, which goes Jfhrough a third alternative, derermining the shope of the curve
(see for exomple Figure 16). The shope of the curve can be morhemoﬁcdﬂy calculated by

solvirrg for:

(x —x)(x —x3) >*y0+( (x = x0) (x — x3) >*y1+( (x —x0) (x — x1) >* ,

(xo — x1) (xp — x3) (x1 — x0) (x1 — x3) (x2 — x0) (x2 — x1)

P(x) =(
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1
= 100 ¢ 0 1]
i o .
® o X2 Y2l
f o
i 20
Py - [Xo, Yol
0,0 10 20 30
lectures per week [x]

Figure 16: Example of a Lagrange curve (Arkesteijn et al, 2015, p. 104)

After the generation of the preference curves, the decision maker should decide on the
Weighrs ossigrred to each decision variable, which is the third step of the procedure. The
Weighrs represent the relative importance ossigned to each variable. However, when
mulriple stakeholders are involved in the process, assigning Weigh’[s also irnphciﬂy
incorporates the power of the decision makers (Arkesteijn et al, 2015, p. 105). This would
require a negotiation between the decision makers, often resulring in the actor with the
most power realisin higher Weighr(s) for his/her variable(s). As the intention of the
procecfure is to provide transparency in the real estate decision moking rocess, this irrrplicir
incorporation of mul’[iple stakeholders was conrrodic’[ing to the Eoo of Jfhe&procedure.

Therefore, a next version of the PAS procedure was developed, which is preserrre in section

6.3.

The fourth step determines the design constraints, as to test in the next step whether the
generor’[ed alternatives are feasible. These constraints are to be defined by the decision-
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makers themselves. The penuiiirnorie step of the procedure is the generation of all porifoiio
alternatives. These alternatives are based on the allowed interventions defined by the
stakeholders, and the number of ]ouiioiings in the porifoiio. Next, all alternatives are checked

on the constraints put forward in step 4, as to see whether the alternative is feasible.

Siep 6 assesses each alternative generotieoi in step 5 on the preference scales and weighis
deveiopeoi in step 1-4, using the PFM Qigoriihrn. This results in a ranking of all alternatives
based on the preference rating. The alternative with the highesi rating ctiigns best with
the demands set forward by the stakeholders. Moreover, the added value of the new real
estate strategy can be expresseci expiiciﬂy, as the difference between the rating of the new
porifoiio and the current porifoiio. The difference expresses how much more the new
porifoiio otiigns with the corporate demand.

6.3 Application of the PAS procedure

During the first tests with the PAS procedure, a number of issues arose. Firsiiy, a technical
issue arose with the generation of the alternatives. The number of possi]oie alternatives is
equoti to the number of allowed interventions to the power of the number of ]ouiiciings. This
results in very iotrge number of possibie porifoiios to be generotieci ctirectoiy in sirnpie cases.
For exqrnpie, in the sirnpie theoretical case by Ari{esieijn and Binnekamp, three
interventions where used on 15 iouiioiings, resuiiing in 3°=14348907 possi]oie porifoiios
(Arkesteijn & Binnekamp, 2014, p. 98). Therefore, it was recommended that a search
otigoriihrn was to be deve opeoi, which finds the most preferreci alternative in more cornpiex
cases.

In the first prqciicai piioi siuoiy of the PAS proceciure, a case was used which was more
cornpiex, renoiering it irnpossibie to generate all alternative porifoiios as a search qigoriihrn
was not available yet. Therefore, the proceoiure was altered, also iotking into account the
expiicii incorporation of rnuiiipie decision makers. Siep 5 and 6 where altered si nificotniiy,
as to bypass the need for a search otigoriihrn by manuall designing porifoiio alternatives.
Siep 3 was altered as well, incorporating assigning WeigiZis to each decision-maker by the

subject owner. The procedure that followed these alterations is the foiiowing (Arkesteijn et
al, 2015, pp. 105-106):

Step I Each decision-maker specifies the decision variable(s) that he/she is interested in.
Siep 2: Each decision-maker rates his/her preferences for each decision variable as follows:

a. Establish (syniheiic) reference alternatives, which define two points of a
Lagrange curve:

i. Define a ‘bottom” reference alternative, the alternative associated
with the value for the decision variable that is least preferreci, rated
at O. This defines the first point of the curve (xO, yO).

ii. Define a "iop” reference alternative, the alternative associated with
the value for the decision variable that is most preferreoi, rated at 100.
This defines the second point of the curve (xl, yl).

b. Rate the preference for an alternative associated with an intermediate
decision variable value relative to the reference alternatives. This defines the
third point of the curve (x2, y2).

Step 3: Each decision-maker assigns Weighis to his/her decision variables. The subject owner
assigns Weighis to each decision-maker.

Siep 4: Each decision-maker determines the oiesign constraints he/she is interested in.

Siep 5: The decision-makers generate design alternatives group wise and use the oiesign
constraints to test the feqsi]oiiiiy of the esign alternatives. The objective is to try to
maximise the overall preference score by finoiing a ciesign alternative with a higher overall

reference score than in the current porifoiio.
Siep 6: The decision-makers select the oiesign alternative with the highesi overall preference

score from the set of generqieci oiesign alternatives.
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This piioi showed that when using the procedure, a new porifoiio can be deveioped which
yieids a higher preference rating. In the piioi, the decision-makers followed the procedure
iierdiiveiy. First, the decision-makers designed porifoiio alternatives themselves as to
optimise the overall preference rating. This process enables the decision-makers to gain
insights in the effects of the preferences and interventions. These insights where then used
to alter their preferences, foiiowing the PAS procedure once more. Foﬁowing the process in
an iterative manner, heiped to increase the quoiiiy of the results dccording to the piioi
siudy. The overall preference rating was increased due to the iterative process, and the
decision-maker's preferences where better represenied in the model (Arkesteijn et al, 2015,

pp. 117-118).

A limitation on the new PAS procedure deveioped is that it is uncertain whether the
alternative porifoiio designed ]oy the decision-makers has the highesi possibie rating.
Assessing this would require to generate all possi]oie alternatives, which poses the probiern
of the iorge number of alternatives to be generoied, as described previousﬁ)y in this chopier.
Therefore, the deveioprneni of a search origoriihrn was still recommended. However,
Arkesteijn et al. (2015, pp. 1I7-118) do recommend that the self-design element of the
porifoiio alternatives is not cornpieieiy substituted by a search oigoriihrn, due to the insigirris
gqined in the design iterations. Moreover, a seif-design element could increase the decision-
maker's acceptance of the results foiiowing the procedure (Arkesteijn et al, 2015, pp. 117-
118). In his groduoiion reseorch, de Visser b possed the absence of a search oigoriihrn ]oy a

brute force calculation, which also found the alternative with the highes’[ possibie rating

(de Visser, 2016).

6.4 Conclusions
This chopier answers the research question: what are the recent trends and deveioprnenis
in real estate decision-rnorking processes?

Corporate Real Estate decision-rnoking processes involve multiple objectives, which are
often also found to be conflicting. Therefore, use is often made of MCDA tools, which seek
to take expiicii account of rnuiiip e criteria in heiping individuals or roups expiore decisions
that matter (Belton & Stewart, 2002). In essence, in a multi-criteria decision-making process
a number of alternatives are developed, which are assessed against the criteria set, and the
best alternative is chosen.

In real estate management, several MCDM models exist. In an assessment of various
models, it was found that o iorge number of models do not allow for mathematical
operations, which therefore cannot make proper use of preference measurement. As to tackle
this issue, the Preference-based Accommodation Strategy (PAS) design opprooch was
developed (Arkesteijn et al, 2016).

The PAS design a proqch, in its definitive form, consists out of three elements: steps
(proceduroi roiiono}ljiiy), activities (structural rationality) and a mathematical rnodii
(substantive rationality). The design a proorcirr identifies the preferences of a company and
finds the opiirnqi pori%iio that oiigns Eesi to these preferences.
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/. Risk measurement and management
Risk can be defined as the probabi]ify of an event occurring times the magnifucle of loss or
gain. Risk should first be idenfified, for which several fechniques are avai]ab]e, fo]]owing
an ctna]ysis of the risk based on the probabi]ify and magnifude of loss. As a result of the
ana]ysis, measures can be taken as to control the risk, fo]]owing monitoring and evaluation.
This chapfer therefore answers the sub—quesfiom: ‘How can risk be assessed, managed and

quanﬁfl’ed?”

/.1 Risk theory
According to the Oxford dicﬁonotry, risk can be defined as ‘a situation involving exposure
to danger’ (Oxford University Press, 2013). Risk in this sense can be split into two
components; a value component and a probabﬂity component (Koele & van der Pligt,
1993). The value component is the effect or consequence of the event expressecl as ine
deviation from the desired outcome.

In literature, often only the negative consequences are considered (e.g. (Byrne, 1995; Cooper
& Chotpmqn, 1993; Sﬁchting Bouw Research, 2000; Wang & Roush, 2000). However,
Raftery notes that o positive deviation can also be seen as a risk, as this is still a deviation
from Jf%:e expec’[ed outcome (qufer%/, 1994). The second component of risk is the probqbﬂi’[y

of occurrence. This results in the fol owing definition of risk:
Risk = Probabi]ify of event x mctgnifude of ]oss/gain (Raftery, 1994)

Risk and uncertainty are closely linked and are often mixed, but a significotnf distinction
can be made. Accorging to Sloman (1995), Risk is when an outcome may or may not occur,
but its probq]oﬂi’[y of occurring is known whereas uncertainty is when an outcome may or
may not occur, but its probotbﬂify of occurring is not known. This results in uncertainty not
bein quotn’[ified, but risk can be quqntified and therefore modelled if statistical material is
available (Gehner, 2006). However, uncertainty still plqys a major role in risk assessment,
as it is the origin of risk.

/.2 Views on probability

In literature, two main views on probqbﬂi’[ exist; the frequenﬁst view and the personqlis{
or Bayesian view (Morgqn et al, 1992). The frequenﬁs{ view defines probabﬂity as ‘the
frequency with which an event occurs in a ]ong sequence of trials’ (Morgotn et al, 1999, P
48). Trials are in this view expec’[ed to be exchangeqble with others in the sequence
(Morgom. et al, 1999). Diffictu with this is that one should be able to identify the relevant

opuloﬁfion of trials of similar events. In the case of for exqmple a dice Jfﬁ,is is evident,
Eowever, in many events this provicles a difficul’[y.

Therefore, a second view on probqbﬂity wdas developed; the Bayesiqn view. From this
perspective, probabﬂif is defined as “the degree of belief that a person has that it will
occur, given all the rel};vanf information currenﬂy known to that person“ (Morgotn et al,
1992, p. 49). This definition implies that the qssignecl probotbﬂify is a function of both the
uncertain event and the person's state of information, providin the possibﬂity to assign a
probqbﬂi{y to events that have not taken plqce yet. However, J3115 assignment can only be
meaningful if the event is weH-specifieol. A Well-specifiecl event is an event that given
comple’[e information, people would agree on whether the event had occurred or not
(Morgom. et al, 1992). This requires a &egree of precision in the definition of the event so

that it is measurable in one single value which can be measured empiricotuy (Morgqn et

al, 1999).

/.3 Uncertainty in risk analysis
Risk occurs when something chqnges and there is uncertainty in the chqnge. If future events
would be certain, a company knows how to respond to it, and no risk is involved.
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The world itself is constanﬂy chqnging, and everyone faces uncertainty. Modeﬂing the
future by using existing data on the occurrence of events, Jquing a frequenﬁs{ qpprootch,
allows for measuring the probability of the occurrence, qﬂowing for risk anlysis. However,
risk ctnqusis itself a?so hoﬁis a number of uncertainties.

Uncertainty in quantitative risk qnotlysis can have several sources. Accoroling to Parr
(1998), three major classes of uncertainty exist: (1) parameter uncertainty, (2) model
uncertainty, and (3) completeness uncertainty. Parameter uncertainty implies that the
values of the parameters in a model are not known accurately (Abrahamsson, 2002).
Moreover, parameters can be subjec{ to natural Vqriot]oﬂi’[y, which makes the precise
identification of the value difficult. A common solution to this uncertainty is to assign
probability distributions to the parameters (Abrahamsson, 2002). Model uncertainty refers
to the fact that any model inevi’[q]oly is a simplification of the reqh’[y, resuHing in
approximation uncertainties (Abrahamsson, 2002). Completeness uncertainty embodies
the impossi]oﬂi’[y to account for every contribution to risk in a model.

In the parameter uncertainty, using the Botyesiotn view on probabﬂity, two main sources
of uncertainty are recogniseol, ql’[hough with many different names. The first type of
uncertainty is that of qleqtory uncertainty, or Vqriabﬂify, randomness, stochastic
uncertainty or irreducible uncertainty (Abrahamsson, 2002; Morgan et al, 1992). Aleoﬁrory
uncertainty represents randomness in nature and unknowns that differ each time an
experiment is run.

The second type of parameter uncertainty is dubbed epistemic uncertainty, but is also
referred to as otmbiguity, ignorance, knowledge based, reducible or subjec’[ive uncertainty.
This type of uncertainty refers to a lack of knowledge regqrding a fundamental problem.
Epistemic uncertainty is considered to be reducible to Vir’[uaﬂy non-existent Jthrough
creating an unders’[qnding of the pro]olem by means of for exqmple expert opinions.
Obtqining a robqbﬂity curve for the O.leO.JEOIY uncertainty can be done using severa
Jrechniques, which are explolinecl in section 7.8.4.5.

/.4 Risk management
Risk manqgemen’[ can be seen as qcknowledging and controuing risks and uncertainties
during the realisation of a project with the goal of increasing the chance of a successful
result (Stichting Bouw Research, 2000). Managing risks is therefore the identification of
risks and acting on this identification process Jf(arough activities and measures aimed at
controﬂing the risks. The process of risk management can roughly be divided in three parts
(Gehner, 2008): risk analysis, risk response and risk control. An overview can be found in

Figure 17.

risk identification

risk analysis

risk quantification

A

risk response

analysis control measures

risk control »! implementation measures

evaluation measures
Figure 17: Risk management cycle (Gehner, 2008)

Merna and Al-Thani have a similar Qpproqch, but make a clear distinction in the ctncdysis
of risks (Merna & Al-Thani, 2010) and broaden the process of risk management. A

simplified version of their corporcﬁte risk motnotgement process can be found in Figure 18.
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Figure 18: simplified version of the corporate risk management process (adaptation from (Merna & Al-Thani, 2010))

The process olepic’[ed in Figure 18 shows that first, the process and goqls have to be defined
before risks can be assessed. This is done as to define the desired outcome and startin point
of the risk management process. Next, risks can be identified, followed by an ana ysis of
the risks. The ana ysis of risks can be qpproachecl from two perspectives; either quantitative
or qualitative. After the risks have been otncdysed, a response can be developed in diotlogue
with the involved stakeholders, in which either the risk can be registered, not foHowing
any response or risk is mqnqge&, foﬂowing a re-evaluation of the risks.

An overlqp can be seen with the risk process of Gehner. Where Gehner describes risk
cmotlysis as the first step, Merna and Al-Thani divide this step into risk identification and
risk qncdysis, similar to the sub-steps of Gehner (Gehner, 2006, Merna & Al-Thani, 2010).
The risk response is also similar, Waﬂst the third step of Gehner, risk control is dubbed risk
management in the model of Merna and Al-Thani. As the model of Merna and Al-Thani
provides a more detailed overview and a clear distinction between risk identification and
risk ctncdysis, this model is used as the base of the foﬂowing sections.

/.5 Risks occuring in the real estate lifecycle
In CREM, controﬂing risks is considered one of the added values of real estate. However,
corporate real estate risk management is only a relot’[ively new aspect in CREM. First
pubhcqﬁons on Corporate Real Estate Risk Management (CRERM) originate from 1999 to
2004, in which Simons (1999), Gibson and Louargand (2002) and Huffman (2003, 2004)
pu]ohshecl articles on the topic of CRERM.

Before the 90's, although the concept of risk was understood by corporate real esate
managers, a focus on risks on the portfolio level was lacking (Gibson & Louargand, 2002).
However, as corporate risk managers started viewing real estate as an asset and considered
the lotrge investments involved in CREM, the necessity to reduce risks became evident

(Gibson & Louargand, 2002).

The good of CRERM is similar to that of corporate risk management, but focusses on real
estate. Rosenbluth (2011) based the goal of CRERM on two principles: (1) Identification and
possible mitigation of unqcceptqble risk to a pro erty's operqtionql availabilit oluring a
variety of adverse situations. (2) Establishment onlqns, proceclures and protocoT’s to ensure
the continued operq’[ionql O.VOilO.bili‘ty of the propert and in worst case scenario bring the
property back to operoﬁfionotl status as soon as possib]ye.
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[n a review of literature and a survey by Bartelink et al. (2015), six main risk categories
where identified which can influence the shareholder value of an organisation. In total, 43
risks were divided over these cot’[egories, which can be found in Figure 19.

Development risks Financial policy risks Opera;z;:‘y%i:; ssssss Location risks Appearance risks External & regulation risks
Zoning plan risk Liquidity risk Maintenance risk Preferred location risk Design risk Natural disaster risk
Ground acquisition risk Solvability risk Facility management risk Uptime of production Maintenance risk Terrorism risk
Tender risk Cost of capital risk Malfunctioning facility risk Political and social unrest
Financing risk CRE budget risk installation risk Stakeholder risk Economy risk
Temporary housing risk Budget cut risk Health and safety risk Accessibility risk Exchange rate risk
Nuisance risk Book value risk Real estate flexibility risk Supplier risk Property market risk
Planning risk Real estate investment risk Occupancy rate risk Contracts risk
Workspace design risk Office layout risk Regulation risk
Development budget risk Relocation risk Real estate data availability
Social unethical Expansion profile risk Technology advancement
development risk

Figure 19: Risks as identified in literature (own illustration based on (Bartelink et al, 2015))

These risks refer to many sub risks and can be interrelated. For exqmple, in the column
operot’[ioncd and business policy risks, the occupancy rate risk, office 1qyout risk, real estate
ﬂexibﬂity risk and expansion profﬂe risk are all interrelated on the variable size. When a
certain type of office 1c1yout is used, the required size could be decreased, but could also
increase the occupancy rate of the office when desks are shared. However, when the office
size is decreased to just fit the current number of employees, one could face ﬂexibﬂity risks
and expansions risks, as in the event of an increase in number of employees, shortages of
space arise. Therefore, cﬂﬂ’rough the literature provides an extensive list of risks which cover
most risks, Jfhey are by no means the only risks arising in real estate, and are often umbrella
terms of various risks.

7.6 A way of dealing with risks: flexibility
Next to mapping risks more ’[horoughly and qd]’usting a strategy to the new information,
CRE managers can also take a different a prootch to deal with risk; ]oy means of ﬂexi]oili’[y.
Where the proceolure oleveloped here can ie seen as creqﬁng robus’[ness, buﬂding ﬂexibﬂity
allows for creating a resilient strategy. A strategy can be seen as resilient when it can
qdqpt to internal and external chqﬂenges b chqnging the method of operations whilst
continuing to function (Lindgren & Bandhold, 2009). The strategy adapts to the new

environment.

Flexibility can be seen as a means to deal with risks. Van Reedt Dortland (2013) researched
the use o?reotl options as a tool to make users aware of the ﬂexibﬂity potenﬁql and to build
ﬂexibﬂity proqc’[ively. A real option is the right but not an obligqﬁon to exercise an option.
The options are created in advance and involve some investment. The option underwritten
in sucﬁ: real option can for example be the option to defer, to grow or scale down. Van
Reedt Dortland olevelopecl a tool for decision making on real estate by means of the 1ogic
of real options ’[hinking (van Reedt Dortland, 2013, p. 220). In the tool, scenario plqnning
is used as to proviole an idea of the potentiql need for ﬂexibﬂity. This is then translated into

real options that can be used as to create ﬂexibﬂi{y.

AHhough creating ﬂexibﬂi{y is a generotﬂy Qcknowledged and an often-used way of
decﬂing with risks, a number of issues arise when ﬂexibﬂity or real options are introduced
in the field of location olecision-motking. AHhough ﬂexibﬂity on a real estate level can be
achieved in location decisions Jrhrough the use of short(er) term contracts or break clauses,
Qﬂowing for a quick retreat from a location in the event of chotnge, the impact of chqnging
the location has more far reqching consequences. Employees are often reluctant to move to
a new location if this location increases their travel time. Moreover, in the event of
retreating from a country, all investments in that country prove to be Vir’[uotﬂy worthless.
Therefore, Qlthough ﬂexibﬂity should be taken into account and can be supportive in
decﬂing with risks, only ]ouilding ﬂexi]oili’[y is inaolequot’[e for deoding with the uncertainties

a company faces in location decision mqking.
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/.7 The first step of risk management: risk identification
The first stage in risk management is the determination of the risks which are 1ike1y to
affect the performqnce of a strate Y. Risk identification consists of systemotticotﬂy mapping
the risks in a project, in which a distinction should be made between the source, the event
and the effect (Nederlands Normalisatie Instituut, 2009). Several underlying factors
(sources) can trigger an event, causing a (negoﬁfive) effect on the expecteol outcome of the
project. For identification and quantification of risk, several techniques are available. Raz
& Hillson (2005) reviewed 9 standards for risk management including both national and
international standards and professionotl standards, and drafted a list of tools and
Jrechniques for risk identification. These J[echniques can be cqtegorised in 5 categories, which

can be found in Figure 20.

Stakeholder help Previous experience Diagr i hni Testing and modelling Other

Delphi technigue Documentation reviews Cause and effect diagrams Prototyping Assumptions analysis

Expert opinion Evaluation of other projects Root cause analysis Testing and modelling Benchmarking

Interviewing Experience in similar organisations|Event tree analysis Scenario analysis Prompt lists

Nominal group technique Eperience in the organisation Fault tree analysis Technology readiness level

Peer review Historical data Flow charts Project monitoring

Questionnaires Incident investigation Constraints analysis Examination of vulnerabilities and
'

Structured interviews Lessons learned Influence diagrams SWOT analysis

Risk assessment workshops Personal observation Taxonomies

Brainstorming Checklists Systems analysis

Stakeholder analysis Hazard and operability studies

Figure 20: tools for risk identification (own illustration based on list by (Raz & Hillson, 2005)).

The category stakeholder he]p holds a number of tools which make use of other stakeholders
or experts on the matter. By mqking use of interviewin J[eclrmiques or Workshops, a list of
risks can be identified based on experiences of the stakeholders and their opinions.

Tools in the thegory previous experience Qpply previous experience for identification of
risks in the current project. By 1eotrning from previous experiences, the risk manager is able
to iden’[ify probable risks in advance. The manager can also make use of experiences of
other people, in the form of eg. checklists. Diqgrqmming J[eclrmiques are tools that map the
process, and iolentify causes of risks on the nodes mctppecl. Each event in the process is
identified and assessed on possi]ole risks.

In the testing and modeﬂing category, tools are available that tryv to mimic reqlity in the
form of models, which are tested to idenﬁfy the risks involved. Exotmples are scenario
omotlysis, in which the future is modelled to assess the risks of a certain process when a
scenario unfolds or prototyping, in which in earl concepts or models of the process are
tested as to iden’[ify pofenﬁotl risks. Next to these %/our main categories, several other tools
are available for risk identification.

For risk identification, a combination of tools is often used, Com]oining stakeholder help with
previous experience, as these are most easy to retrieve. For this research, interviewing (in
the category stakeholder be]p) is used as the main tool for identif ing the risks, combined
with input from experts, as to Verify the interviewing results, and to extend the
identification process.

/.8 The second step in risk management: Risk analysis

781  Two types of otnodysis
Once the risks have been identified, they can be otnodyseol on the two main components of
risk: probq]oﬂi’[y of event and magnitude of gotin/loss. The main gootl of risk analysis is to
determine which risk events warrant a response (Bartelink, 2015). Two a proqcﬁes exist
for ctncdysing risks: the qualitqﬁve Qpproqch and the quantitative approach.

The quqhtqﬁve O.ppIOO.Ch uses relative values for the value of potenﬁoﬂ loss, and describe

the nature of the risk as a way of getting a better unders’[otnoling of the risk. The otpprootch
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is easy to use, as no calculations are needed and nothing needs to be quotnﬁfied, but it still
covers the most important areas of risk and evaluates these (Ramona, 2011). However,
major disadvantages persist, with the results being subjective and olependent on the quqh’[y
of the risk assessment team. There is insufficient differentiation between major risks and the
performance of risk management is difficult to assess due to the subjectivi’[y of the anlysis

(Ramona, 2011).

Quantitative risk omotlysis qnquses the risk numericqﬂy and results in a quantitative value
for risk. The objective of quantitative risk anlysis is to provide a method for assessing the
risk based on scientifically obtained data and measurements (Rider et al, 2000). Statistical
data is often used, assigning the potentiql likelihood of an event and a value to the risks
(Bartelink, 2015). Although the calculations can be complex in nature and can take a long
time to clevelop, the results enable one to sort the risks by their impact and risk management
performance can be observed closely (Ramona, 2011).

The objective of risk otnqusis is to provide an estimate of the expected outcome and its
volatility or possible deviation from the expecteol mean, as this can be converted into a
probqbi%i]{y oll?event and the mqgnitude of gqin/loss. As the probabﬂity curve of an event
that takes place in the future needs to be assessed, use can also be made of forecotshng
Jrechniques as to provide the expected mean of the variables, and po{enﬁqﬂy a probq]oﬂi’[y

curve, from which the pro]oot]oi ity and magnitude of gain/loss can be abstracted.

7892  Selecting the forecasting technique

Over the ears, several methods have been olevelopeol for forecqsﬁng, which can be divided
in three basic t pes; quqhtative Jfechniques, time series ctnqusis and causal models
(Chambers et al, 1971). Qualitative erchniques, as the name suggests, make use of
qucﬂitqﬁve data based on expert opinion and formulate a forecast such as future demand
out of this. The Jrechniques are often used when data is scarce and is therefore often used in
the equy phqse of product hfe-cycles (Chambers et al, 1971). Exqmples of methods used in
this category are the Delphi method, basic market research, pqnel consensus or visionary
forecotsting.

Time series otnotlysis methods for forecasting focus on historical data and try to idenhfy
patterns and pattern chqnges and extends J[Eis pattern into the future. Therefore, historical
data of some significcmce is necessary and the method is used when relqtionships and trends
are both clear and relot’[ively stable (Chambers et al, 1971). Raw data is s{ripped of cyclicotl
patterns (such as seasonal effects) and growﬂq rates are subtracted. This method assumes
that existin patterns will continue in the future. AHhough this could be the case in the
short term, ?ong-term forecasts are difficult to be made, as the future often holds several
turning points, in which the reality deviated from the trend (Chambers et al, 1971).
Examples of methods for time series anlysis are the Moving Averqge model, exponen’[iql
smoothing, Box-Jenkins models and trend projections.

The last category of methods, the causal models, idenﬁfy the forecast as a system and use
information regqrcling the relqtionships between elements of the system to construct a
future forecast. The models express relevant causal relct’[ionships mqthema’[icqﬂy as to
model the reotlity. The model utilises predictions of related events, which are known or
more easy to estimate (Chambers et al, 1971). The models are cons{qnﬂy upolot’[ed as new
information about the system becomes available. Causal models are often useful in
predicﬁng turning points and long-rqnge forecasts. Exqmples of these methods are
Regression qnotlysis, Econometric models, Inpu’[-output models, Leqding indicators, and Life-
cycle qnodysis.

A large number of techniques for risk analysis have been developed, and can be categorised
using the division of Chambers et al. Ho and Ho (2006), Bos (2012), and Chambers, Mullick
& Smith (1971) describe a number of J[echnio[ues, which are outlined in sections 7.8.21, 7.8.2.2,
and 7.8.2.3
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7821 Qualitative fechniques

Deiphi method

The Deiphi Method was developed by RAND in the 50s as a iechnique to forecast the
impact of technology on warfare (‘Delphi Method | RAND,” 2016). The method was
developed as the researchers found that forecasting at that time often consisted out of round-
table £scussions, resuiiing in influence by psycho ogicqi factors such as specious persuasion.
In order to eliminate this, the Deiphi method was deveiopeci with the aim of eiiciiing
opinions with the object of obiqining a group response of a pqnel of experts (Brown, 1968).

First, a group of experts is selected to whom a questionnaire is send, in which an estimation
of a certain variable is asked (e.g. the population in the year 2100). Next to the estimate,
a relative rating to the estimate shouiciobe given, as a form of seif-qp raisal. These results
are fed back to the expert pqnel, with the provision of a median an inierquqriﬂe range.
After this, a second round of questionnaires is held, in which the respondenis are able to
revise their estimate if desire?i. Next to this possi]oie revision, the experts are asked to
describe the reasons for their estimate in terms of factors considered. Before a third round of
questionnaires, the results of the second round are fed back to the expert pqnei, and
members are asked to provide critique on the reasons provicieci by their peers in the second
round. A final round gives the last opportunity to revise the estimates of the expert pgnei.
The median of this final response is taken as representation of the group response to the
question (Brown, 1968). However, their estimates can also be used as distribution of the
probotbiiiiy. Main oiisgdvqniqge of the method is the use of experts, which could fail in

prediciing the future due to ignorance or misinformation.

Panel consensus

Panel consensus iechniques make use, in contrast to the Deiphi method, of round-table
discussions amongst a group of experts. Muiiipie experts are invited to share their vision on
future deveiopmenis and communication is encourqged. The assumption that several
experts can arrive at a better forecast than one is hotmpereoi ]oy the ossibiiiiy of
psychologieql factors such as specious persuasion inﬂuencing the forecast. The iechnique
makes use of the same input as the Deﬁohi method, nqmeiy a group of experts, and often
results in rather poor accuracy in forecasts (Chambers et al, 1971).

Scenario pignning

The future demand in previous research in real estate is often expioreci using scenario
planning. Examples can be found in for example research by van der Schaaf (2002), Den
Heijer (2011, pp. 153-171), Krumm et al. (2000), and Valks (2013). The goal of scenario
piom.ning is to ideniify how current trends evolve in the future (Lindgren & Bandhold,
2009). The tool qcknowieoiges the inherent uncertainty that the future holds, and identifies
several possibie futures. Linoigi'en and Bandhold define five sieps of scenario piqnning;
Ti’qcking, Anotlysing, Imqging, Deciding and Aciing. In the first step, trends are identified,
using various methods such as simpie internet search or expert anels and the Deiphi
method. In the second step, the trends are broughi into relation with each other, ciusiering
them and 1inking them, resulting in the identification of which trends are more certain and
which can vary a lot. Eventua iy, four scenarios are identified resulting from the trends
which have the 1c11’gesi impact on the real estate por’[foiio, and where the company does
not have influence upon. Next, desired actions based on these four scenarios are made
resui’[ing in four strategies. These strategies are assessed on their pei'formqnce in each of the
four scenarios, and the best one is chosen (Linoigren & Bqndhoid, QOOQ). In Den Heijer
(2011), the identification of the trends was operationalised by identifying the trends and
deveiopmen’[s qffeciing four stakeholder erspectives: orgoinisqiionotl, financial, user and
technical (Den Heijer, 2011, p. 153). Main downside to a scenario planning approach is the
lack of quantitative (rgnges of) consequences, forcing managers to often return to more
simplistic approaches such as extrapolation of data (Den Heijer, 201, p. 170). Den Heijer
identifies the need for additional information regarding the future demand and the effects

on the variables used by managers (Den Heijer, 2011, p. 171).
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The Anaiyiic Hierqrchy Process (AHP)

The AHP is a meihooioiogy based on multi-criteria decision making models and allows
both subjective as objective factors in the process. The tool starts with a oiescripiion of the
goori, followed by several criteria the decision needs to Compiy with in order to reach the
goori. Next, several alternatives are cieveiopeci, which are assessed on compiiornce with the
criteria (Sororiy, 1980). The framework offers a systematic thinking environment and
provides a basis that is rational for rnorking the decision (Mustafa & Al-Bahar, 1991). In risk
assessment, the criteria are substituted by identified risks and all alternatives are assessed
based on their qbiiiiy to mitigate the risks (Mustafa & Al-Bahar, 1991). Main oiisoroivqniorges
lie in the need for ]'uoigernenis to derive relative priorities. Measurement tools are not
included in the AHP, which makes it difficult to form scales on which the risks can be

QSS@SS@&.

Game iheory

Game iheory "provioies a iqngque for the oiescripiion of conscious, goori oriented decision-

moti{ing processes invoiving more than one individual. [...] It is a branch of mathematics
which can be studied as such with no need to relate it to behavioural probiems, to
orppiicctiions, or to games.’ (Shubik, 1971, p. 3). The iheory is often broughi into practice by
gaming, in which a number of actors make simulated decisions. These decisions are
assessed afterwards on their impact, assessing the threat of risks (Cox, 2009). Game
iheory does not take into account the concept of probor]oiiiiy and is oiepenoieni on the rules
impiieoi in the game, iimiiing the results for risk qnqiysis (Horowitz, Just, & NeiQHYCLhu,

1996).

Uiiiiiy theor

The uiiiiiy ii?\/eory quqniifies the risk consequences based on a loss function. The
probotbiiiiy of the worst possi]oie risk outcome is taken as the value representin the risk
consequernces (Ben-Asher, 2008; Bos, 2012). The model calculates the risk based on the
utility of having the opposite result(Rabin, 2000). It implies that if the risk of a loss of a
certain value is rejected (the risk is not ctccepieoi), the risk of a higher loss is rejected as
well, i’roioiing the same probqbiiiiy, regctroiiess of the possi]oie gain (Rabin, 2000). This
results in a uiiiiiy function, wherein the risk consequences are ma peoi. Limitations to the
iheory is that the hypoihesis of expecieoi-uiiiiiy should hold. This poihesis states that
peopie are expecieoi-uiiiiiy maximisers. However, the proceciure only works when peopie
are expecieci to be risk averse. This holds a fundamental contradiction, as many theorists

believe risk taking has been fundamental to human development (Rabin, 2000).

7822 Time series analysis

Moving average

The moving average ieci’lnique makes use of time series, in which the data points are
omoriyseoi ]oy creating averages over subsets of the dataset. This provioies a range of
averages, resuiiing in the moving average (Wei, 1994). Various more compiex Jfecir1r1i<:{ues
based on the moving average exist, but the simpie moving average consists out of the

foiiowing steps:
e Calculate the unweighieci mean of the [O,n] points in the data set.
e Calculate the unweighieci mean of the [O+]n+]] points in the data set.
e Continue until the last point has been reached

e Draw a line ihrough all calculated points, this is the moving average.
n should be calculated as such, that the range surpasses seasonal effects or other
irregularities, as to eliminate these effects. The moving average process makes use of
historical data, which makes an short term forecast quite accurate Chambers et al, 1971
Wei, 1994), however, the iechnigue fails to preciici turning points and is therefore

inaccurate in forecqsiing on the medium to iong term.
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Box—]enkins
In the Box-]enkins Jrechnicme, Autoregressive moving average (ARMA) or qutoregressive
in’[egrqted moving average models (ARIMA) are used to find which model fits best to the
known data (Wei, 1994). ARMA and ARIMA models are extensions of the moving
average model. The autoregressive part uses regression of the variable on the own past (or
‘1qgged') values, whereas the moving average part models the error on the moving
average mentioned in the previous section. The model is better at modeﬂing the process in
terms of peqks in the datq, compqrecl to the goool modeﬂing of the VO.HQYS of the movin
average process, which is also included in the Box-]enkins Jfechnique (Wei, 1994). Althou
the mode%) provides very good to excellent results in the short term and goocl results in the
medium term, it lacks accuracy in the very lon%1 term (over 10 yeqrs) (Chambers et al,
f

1971). This can partly be explained by the use of historical data.

Trend projections

In trend projections, a mathematical equation is fitted to the available time series and is
rojected into the future as forecast. The trend projection can be strqight-line, but can also

Ee a polynomial, logarithm or other types of equations. The accuracy can be very good in

the short term, and often provides fair%/y good estimations for the medium term (Chambers

et al, 1971).

Monte Carlo simulation

Monte Carlo simulation makes use of a random number generator, which takes a random
sotmple out of a pre&efinecl distribution by olefining the mean and standard deviation of
the variable. Undeﬂying variables are used to model the probabﬂity curve of the risk
(Highctm, 2004). The tool is potrﬁculolrly useful when there are many variables with
significant uncertainties (Ho & Ho, 2006). Limitation to the Monte Carlo method is that a
lqrge number of simulations are necessary before reqching significcmt probabﬂity levels
(Hun’[ing’[on & Lyrintzis, 1998). However, with modern computer power, this limitation
has been miﬁgq’[ed to a minor inconvenience. A more substantial limitation in the Monte
Carlo method is that the simulation is not dynqmic, and does not allow for risk mitigation
of one of the variables during the simulation. However, qdjusting the simulation has

become possible as an extension of the method (Araki, Muramatsu, Hoki, & Takahashi,
2014).

7.8.2.3 Causal Methods

Regression models

In regression mooleﬂing, one relates a variable to o’[her, for example economic variables and
models the relqﬁonship between the two variables. The model is fitted using the least
squares criterion, which states that the solution must give the smallest possiEle sum of
squotred deviations of the observed variable from the true means (walings, Pantula, &
Dickey, 1998). The modelled line summarises the relqtionship between the two variables.
Using forecasts of the second variable (e.g. the economic variable), the first variable can be
forecasted as well. Regression models are very accurate in the short term and medium term,
but often perform poor in long term forecasts.

Econometric models

Econometric models make use of the regression erchnique mentioned in the previous
subpqrqgrqph, Com]oining several equations into one coherent system of equations. It makes
use of mul’[iple equations, expressing causalities more precise in regotrol to regression models
and is therefore better in predic’[ing turning points (Chambers et al, 1971). Creating such
models is an iterative process, in which the final preferreol model often differs significotnﬂy
from the initial model. Moreover, the result does not need to be unique, implying that a
different researcher using the same initial data and Jrheory could arrive at a different model
(Brooks, 2014). Econometric models prove to be very accurate in the medium to short term,
and even perform well in the long term, due to their otbﬂity to predic{ turning points well.
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inpui—Ouipui models

The purpose of in ut-output models is to otnotiyse the iriierdeperiderice of industries in the
economy (Miller g Blair, 2009). In the most basic form, the model consists of a system of
linear equations, each describing a distribution of an indusiry's roduct in the economy. It
is often used to describe sectoral behaviour in the economy, otrld) does not express detailed
information regqrding specific variables. The models are good at providing a iorig-ierm
forecast, and is to some extent able to ideniify turning points.

Life—cycie dridiysis
The life cycie qngiysis, also known as the iechrioiogy life cycie, describes the gain of a
roduct ihroughoui its life cycie, from research and design up tll maturity and decline
(qu, 1981). The model heips to ideniify the stages ihrough which a produci will go during
its life. The model is based on a S-curve, in which first investment is necessary, before
yieidirig any rofit. The end of the S-curve is the deciiriing period, when the produci reaches
the end of its life cycie. Forecqsiirig is often troublesome, as a iorrge number of assumptions
need to be made to find the righi curve. This results in often poor accuracy.

Fuzzy—sei iheory

The fuzzy-set iheory builds on the idea that there are sets whose elements have degrees of
mern]oers{\ip, which enables an element to pqrﬂy be in a set. This allows vague concepts
to be defined rndihernqiicquy (Quelch & Cameron, 1994). This allows for a distribution of
the risks on involvement, but lacks the probdbiiiiy distribution. A fuzzy-set iogic system
can heiﬁo to model the cause and effect reiqiionships without the need for quantitative

probability distributions (Shang & Hossen, 2013). However, due to the lack of probability

inclusion, it is difficult to validate the results.

Sysierris ihinkirig

The core assumption in systems ihinking is that "a whole entity [...] can qddpi and survive,
within limits, in a chqrigirig environment’ (Checkland, 1999, P 49). It isa Compiicqied way
of ihinking, showing that interrelationships between events are present and that
improvements in one area can adversely affect another (Bos, 2012). The method is often
used for testing new ideas regdrdin social sysierris and mqiniy focusses on how sysierns
interact instead of dnqiysiri individual elements (Checkland, 1999). The limitation of this
method is the difficuliy of Jgie method and the buiidirig of such a system. Moreover, it is

more suited to the deveioprnerii of innovative solutions than as a tool for risk assessment

(Bos, 2012).

783  Overview of techniques
When comparing the Jrechriiques, some gerierdi remarks can be made. First of all, for all
techniques, the input (either data or experis) is of importance. Here, the concept of ‘gdrbdge
in, garbage out (GI-GO) qppiies. If non-accurate data is used, or peopie are quesiioried who
do not have clear kriowiedge on the subject, the results can never be reliable. From this
concept, it also follows that Jfechriiques cannot be assessed preciseiy on how well ihey
perform on certain elements, as ihey are so hegviiy reliant on proper input.

Selection of the best iechnique for this research can be done using a number of selection
methods (Armstrong, 2001). For example, the researcher can use what he/she is used to. A
more well founded choice is to consider the market populolriiy and prefererice, or by rndking
use of structured judgemeni.

Consideririg market popuiqriiy, it can be observed that expert opinion is most commonl
used as a forecasting method (Armstrong, 2001, p. 3). Use of this method also agrees wit
experts preferences, who (iogicotﬂy) also prefer expert opinion as the main method of
forecotsiing (Arrnsirorig, QOOl,&paB). Main otdvctriidges of using expert opinions, is that ihey

are reidiiveiy inexpensive an o not require cornpiex models or calculations.
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When using structured judgemeni of the best method, one has to consider the most
important criteria and evaluate each method on these criteria. Yokuma and Armstrong
(Yokuma & Armsirong, 1995) reviewed the importance of criteria in seieciing a forecotsiing
technique, rating them on a scale from 1 (being "unimporiqni“) to 7 ("imporiani") amongst

a numbpoper Of sta ehoiciers. Ti’le IQSUHS are cilspiqyeoi in Tdbie 6.

Table 6: importance of criteria in se]eciing a forecczsiing iechnique (Yokuma & Armsirong, 1995, p. 2)

Mean agreement rating

Question Avg. Decision maker Practitioner Educator  Researcher
(DM) (PR) (ED) RS)

Accuracy 620 620 6.10 6.09 639* VL PED
Timeliness in providing

forecasts 5.89 597 592 582 587
Cost savings resulting from

improved decisions 575 597 562 5.66 589
Ease of interpretation 5.69 582 567 5.89 554
Flexibility 558 585#PR-ED.RS 563 535 554
Ease in using available data 554 5.79 544 552 559
Ease of use 554 5.84%PR RS 539 577K 547
Ease of implementation 541 5.80*FR-ED.RS 536 555 524
Incorporating judgmental input ~ 5.11 5.15 5.19 5.12 498
Reliability of confidence int. 490 505 481 470 509
Development cost

(computer, human resources)  4.86 5.10 483 502 4770
Maintenance cost

(data storage, modifications) 473 472 473 475 471
Theoretical relevance 440 372 4.43+°M 420%PM  481%PM

* denotes significantly higher ratings (p < 0.05) for column group versus group/s listed in superscript.

For obvious reasons, accuracy is considered the most important criterion in seieciing a
forecqsiing iechnique. However, beyond this, the ease of use in several forms also score
highiy on importance (ease of interpretation, ease in using available data, ease of use, ease
of impiemeniqiion). Table 6 forms the basis for evotiuotiing the forecotsiing iechniques.
However, some criteria are not important in this specific research. Development costs and
maintenance costs are not considered, as the piioi siuoiy is a one-off proo of concept, not

requiring these types of costs.

Next to this, the research specificotiiy focusses on risks in the future, mqking the reliabilit
of the confidence interval not an important factor, as this is taken into account in the mode{
The criterion ease of impiemeniqiion is also not considered, as the proceciure is newiy
deveiopeoi, and allows for impiemeniqiion of every type of forecqsiing Jreciriiriique.
Moreover, cost savings resulting from improved decision is omitted as well as a criterion,
as this is highiy depenoieni on the current way of working, which can be different in each
company. This leaves the foiiowing criteria to be considered: (1) accuracy: is the method
normotiiy accurate? (2) timeliness in rovioiing forecasts: does the forecast provide iong term
forecasts? (3) fiexi]oiiiiy: is the user able to chotnge input eotsiiy? (4) ease of use: is the tool
undersiotnciqbie, also for less experienced eopie? (5) incorporotiing judgemeniqi inpui: can
the input be judgemeniqiiy adjusted? Table 7 presents the results of the evaluation of the
forecotsiing iechniques. As the GI-GO concept mentioned earlier ctppiies, rating is oniy done

quqiiiqiiveiy and in comparison with the other iechniques, yet using literature available.
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Table 7: Overview of forecosiing ieci’rnlgues (own illustration based on (Arrnsirong, 2001; Chambers et al, 1971))

Category Qualitative techniques Time series analysis Causal methods
Basic Input- Life-
Delphi market Panel Scenario Moving Trend Regression Econometric output cycle
Technique method research consensus planning average Box-Jenkins projections models models models analysis
Not
accuracy Good Fair Good Fair Poor Very good Good Very good applica Poor
timeliness in
providing
forecasts Very good Fair Good Good Poor Very good Good Good Very good Fair
Depends on Depends on
accessibility accessibility
flexibility experts High experts High High High High Low High Low Medium
ease of use High High High High di di di Low Low Low Medium
incorporating
judgemental Only as an Only as an Only as an Only as an
input Yes Yes Yes Yes extra step extra step extra step extra step Yes Yes Yes

For the criterion accuracy, Chambers et al. (1971) have assessed the forecosiing methods on
the short term, medium term and iong term. These are overoged into one overall accuracy
criterion. As the assessment of Chambers et al. was done quqiiidiiveiy, using the scale poor
to excellent. The same rating was oppiied here where the scores one to five where ossigned
to each quoiiioiive value, and then overoged to come to the new value. The timeliness in

providing forecasts is also assessed by Chambers et al. and is direciiy represenied in Table
7.

Fiexibiiiiy is assessed on whether it is easy to retrieve new data and use this data. For
exornpie the use of pubiic historical data for a time series model is ectsiiy retrievable,
whereas interviews with experts highiy depends on how well the experts are accessible.
Ease of use is determined based on the categor of forecosiing methods. Time series onoiysis
is often more difficult, as it requires some mat ematical operations com ared to a sirnpier
questionnaire for experts. Causal models however, are even more difficult to qppiy, as
inierreioiionships have to be researched as well. ]udgernenioi input is almost oiwoys
possibie with the exception of pure time series methods. Here, the results are oniy based on
the quantitative data provided, and do not allow for chdnges ]oy the user. However, it is

possi le to alter the input after the time series models are made and the forecast is provided.

When considering this table, it follows that an econometric model is the best method for
forecosiing. The model provides excellent accuracy and perforrns excellent in the timeliness
in providing forecasts, iﬁe two most important factors in forecqsiing with the oniy negative
downside of it being difficult to use. However, econometric models require extensive
rnodeiiing of a large number of variables which are interrelated. For the purpose of this
research, this can be i’reovy-honded, as it requires identification of a iorge number of
underiying variables and testing. In assessing rnuiiipie locations, the method can be too
extensive.

A method that is also considered to be a good opprooch for forecosiing, is Box-Jenkins, part
of time series onoiysis. This method has a very good accuracy and timeliness in providing
forecasts, and is easier to use. The method allows for rnoking a probobiiii curve, inciuding
a projection of what the future values of a variable could be. Each variable can be seen as
a scenario, that can be taken into account in the risk onoiysis. As this method provides
golgd quantitative insighis into the risks, time series is used as the main tool for otnoiysing
risks.

7.8.4 Using the iorecosiing ieci’rnigue: time series onoiysis

A time series is a set of observations X;, each one being recorded at a specific time ¢t
(Brockwell & Davis, 2002). Often, discrete-time time series are used, for exornpie with fixed
time interval observations. The purpose of time series qnoiysis is to draw inferences from
the recorded time series. This irnpiies that a forecast can be made, and possi]oie futures can

be modelled.
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For this, @ mathematical model is developed that mimics the time series data. This model
then forecasts the values of the variable. Accompanied by this is a confidence interval,
showing the certainty of the value fotHing within a certain range. From this, a risk curve
can be abstracted.

When observed data is available, in time series otncﬂysis, one would like to represent the
data as a realisation of the process

Xe=my+s.+Y,,

where m; is a slowl chotnging function, known as the trend component. s; is the seasonal
component, with a inown period d and Y; is a residual random noise component that is
staﬁonqrg. Sta’[ionqrity will be explainecl in section 7.8.41 When all three components are

computed, the observed data is translated into a process, which can be forecasted.

In the process described above, the trend component and the seasonal component are
constants. What triggers the uncertainty in a time series process is the random noise
component Y, Therefore, first the trend and seasonal component should be compu{ecl,
followed by the computation of the random noise component. The foHowing sections are
based on Brockwell and Davis (2002), who wrote a detailed book on time series analysis.

7841 Compui'ing the trend component and seasonal component
The aim of cle’[ermining the trend and seasonal component is to have a residual component
Y, that is stationary. Creot’[ing stationary residuals is a translation of a time series into a
process whose statistical properties do not chotnge over time. This allows a distribution

function to be fitted over the data. A process {X;} can be called stationary if (Tsay, 2005):

(1) E[X.] = pis independent of t
(2) Cov(X¢1nXe) is independent of t for each h

This shows that the expec{ecl value of the time series at each moment in time should be
equcﬂ, and that the covariance of these values does not depencl on the moment in time.

Each value at time t now represents a possible deviation from the mean value.

Removing the trend and seasonality from the time series can be done ’[hrough an estimation
of the m;y and St This process is exp ained below.

Suppose one has a set of observations {xj, ..., x,}. For purpose of the exqmple, use is made of
the number of accidental deaths per month in 1973-1978 in the United Stated of America.

The set of observations can be found in Figure 21

10
T

(thousands)
9
T

~

1 9173 1 9174 1 9175 1 9176 1 9177 1 9178 1 9179
Figure 21 Number of monfh]y accidental deaths from 1973 to 1978 (Brockwell & Davis, 2002, p- 4)
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As can be observed, there is a clear seqsonqlity in this dataset. Eliminot’[ing this seqsonqh’[y
is done ]oy first qpplying a moving average filter which is speciotﬂy chosen to eliminate
the seasonal component. A filter is a function that turns a time series into another time
series, emphotsisin or decreasing certain elements, in this case the seasonality. For this, a
value d is to be observed from the graph, which is the 1ength of one seasona cycle. If the

period d is even, then the moving average filter is:

~ O.Sxt_q + xt_q+1 + b + xt+q_1 + 0.5xt+q
m, = d )

gq<tsn-—gq

where gisa nonnegqtive integer. If the periool d is uneven, a simple moving average can

be used, which is:

q
mt=(2q+1)‘1ZXt_j, qg+1<t<n-—gq
j=—q
Now, the seasonal component can be estimated. For each k=], ..., d, an average of

deviations is calculated. This average wy of the deviations equals:

Wy = {(xk+jd —fflk+jd), q<k+jd<n-gq}

This formula computes each deviation of the time series {X;} from the moving average
previously calculated. The average deviations are combined into the estimated seasonal
component as:

d
8 =wk—d‘1Zwi, k=1,..,dand$ = § gk >d
i=1

S now reflects the seasonal component of each point within one seasonal cycle. Now the
seqsonality can be eliminated from the time series, creating a deseasonalised data set d; as
follows:

Now, the trend can be re-estimated by smoothing once again with a moving average
filter, and sub’[rqcﬁng the moving average from the time series. The residual is stationary
otccorcling the definition stated earlier in this pctragraph. For the exqmple of monthly
accidental deaths, the result can be observed in Figure 29.
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Figure 22: data series when trend and seasonahfy are eliminated (Brockwell & Davis, 2002, p- 34)

7.8.4.2 Identification

Next step in time series forecotsting is to check the hypoﬂqesis that the residuals are
inclepenclent and iolenticotﬂy distributed random variables. This makes sure that the data
is not &ependent on previous values any more. For this, a number of tests can be done,
which irnpl whether a forecqsting model should be added to come to independent and
iden’[icqﬂy Xistri]outecl random variables (11d) A sequence is iid. if each random variable
has the same probq]oﬂi’[y distribution as the other variables and ’[hey are all rnu’[uotﬂy
inclependent

The first important statistical function is the autocovariance function (ACVF). This function

is defined as (Brockwell & Davis, 2002, p. 16):

Yx (h) = COU(Xt+hJ Xt)

where {X} is a stationary time series. The h value determines the 1c1g of the autocovariance
function. A covariance function shows the linear relqtionship of two variables. In the case
of the autocovariance function, this relqﬁonship refers to the linear relqﬁonship of two
variables from the same time series. The lqg h determines how far the variables are apart
in the time series. If the ACVF is positive, then the greater values of the one variable
rnotinly correspon& to greater values of the other variable. This is similar to the correlation
of a function. However, the correlation is a scaled version of the covariance, as the range

falls between -1 and +1 (with O being uncorrelated).

From the autocovariance function, the autocorrelation function (ACF) can be calculated.

The ACF of a stationary time series {Xi} at lqg h is (Brockwell & Davis, 2002, p. 16):

Yx(h)
¥x(0)

Using this formula the autocorrelation function for a time series model can be calculated.
However, when using observed data, a model is not yet available. Therefore, to assess the
degree of dependence in the data, and therefore to select a model that best fits the observed

time series, a samp]e autocorrelation function (samp]e ACF) can be cornpu’[ed.

px(h) = = Cor(X¢4n, X¢)

The sqrnple ACF is, if the values of the observed data are considered a stationary time
series (as can be done by the steps explainecl in section 7.8.41), an estimate of the ACF of
time series {Xi}. The result of a sotrnple ACF is the autocorrelation of the data for each 1otg
h. This can be used to disﬁnguish how the values of the time series are related. The

foHowing definition can be used for codculolﬁng the sotrnple mean, the sqrnple
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autocovariance function and the autocorrelation function of a time series (Brockwell &

Davis, 2002, p. 19):

Let xj, ..., x, be observations of a time series. The samp]e mean of xj, ..., Xp i

n
_ 1 Z
X=-) %
t=1
The samp]e autocovariance function is:
n—|h|
7(h) ==n"1 Z (xes1n — %) (x; — %), —-n<h<n.
t=1
The samp]e autocorrelation function is:
y(h)
p(h) = —=, —n<h<n
PP =50

This sqmple ACF can be used to check with the hypoﬂqesis that the residuals are iid. For

lqrge n, the sqmple autocorrelation function of a iid. sequence Y, .. Y,a proximates a

normal distribution N(O,1/n). This implies that about 95% of the sample ACF's should fall
between two standard deviations of the mean (between the bounds i1.96/\/n). If the sqmple

ACF of the residuals falls out of these bounds at a certain lag, the hypothesis that the
residuals are iid. is rejec{ed. An exotmple of an ACF can be found in Figure 23.

In Figure 23, the two horizontal dotted lines represent the bounds of a normal distribution
(i1.96/\/n). What can be observed is that first at 1otg O, the line is out of these bounds, and

equcﬂs 1. This is qlwqys the case, as a number is qlwotys fuﬂy correlated with itself.
However, at lqg 1, the ACF is also out of bounds. This is an indication that the process is

not iid, but has a correlation with the former value.

0.6 0.8 1.0
T

0.4

ACF

-0.4

Figure 23: ACF of a simulated process (Brockwell & Davis, 2002, p- 62)

The dependency on a previous variable shown in Figure 23 indicates that a model can be
fitted to the residual data set, which is not yet iid. The type of models that can be used

are explotined in the next section.

Another statistical tool important in time series forecasﬁng is similar to the ACF, and is the

partial autocorrelation function (PACF). The PACF is noted as a(k), and is the
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autocorrelation between value x; of a time series and x;.k, that is not accounted for ]oy lqgs
1to k-1 The PACF can be calculated as:
a(l) = Cor(xpq,x:) fork =1
a(k) = Cor (Zt+k — Py (Zesi), 2 — Pt,k(zt))’ fork =2

where P (x) is the correlation of the intermediate values between t and t+k. The result of
this calculation is a figure similar to Figure 23.

7.8.4.3 Estimatin

Usmg the ACF and ie PACF, one can see which model should be fitted to the residuals,

such that onl iid. variables remain. The appropriate model is chosen with the help of the
foﬂowmg moﬁmx (see Table 8).

Table 8: Cboosing the appropriate forecasfing model based on the ACF and PACF (own illustration)

Model ACF PACF
AR(p) A spike occurs and decays A spike occurs and is cut off
p % Y I%
towards O as the lqg to O chrecﬂy
increases.
MA(qg) A spike occurs and is cut off A spike occurs and decays
q P I Y
to O dlrecﬂy towards O as the 1c1g
increases.
ARMA(p,q) A splke occurs and decqys A splke occurs and decqys
towards O as the lqg towards O as the lqg
increases. increases.

The different models are explqineol below.

Autoregresswe (AR( )) models

An Qutoregressr\/e mocle is one in Whlch Jfl’le VO.IUQ Xf Ol’lly depencls hneotrly on its own

pO.SJE Vcﬂues X{l The moclel is deflneol as:

i=1

where @, ... . Pp are the parameters of the model, ¢ is a constant value and & is white
noise. White noise is similar to iid. residuals, but is not necessqrﬂy 1nc1epenclent

Moving Averqge (MA( )) models

A movmg average model is one in Whlch the VO.lU.e X{ Ol’lly olepends hneaﬂy on ’[he current
Clnd various pO.SJE Vcﬂues The moclel is oleflnecl as:

Xf ES ‘Ll + gt + 9181'—1 + -+ qut—q

where p is the mean of the time series, 6, e, By are the parameters of the model and

Et) Et—1) ) Ep—q OTC white noise terms.

AUtOl’@gI@SSlV@ movmg qverqge ARMA f mode

An Qutoregressr\/e movmg average l’l’lO el is one in Whlch the AR omd MA moclels are

comblnecl into one model The ARMA moolel Jtherefore is oleflnes as:
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p q
i=1 i=1

where ¢ is a constant value, & is white noise and ¢@; and 8; are the parameters of the

model. These parameters show the relative influence of that part of the equation. ¢;
indicates how much the value X at time t is influenced by the value X at time t-i, which

is the autoregressive element of the equation. 8; on the other hand is the parameter on the
moving average part of the model, and indicates how much the value X at time t is
influenced by the white noise at time t-i.

Autoregressive iniegroied moving average (ARIMA(p,D,q)) models
The iniegroied component of the model shows the order of differencing. As previously
stated, for a time series model to work, one requires a stationary time series. The same

oppiies when an AR, MA or ARMA model is fitted to the time series. Differencing has the

gool of rnoking the time series stationary.

Differencing is the computation of the differences between consecutive observations. It helps
siobiiising J(i'\e mean og)o time series ]oy removing chonges in the level of a time series, thus
elirninoiing trend and seosonotiiiy. A differences series is the chonge between consecutive
observations in the originoi series. Differencing can be done on a number of ieveis, olihough
the concept remains the same.

In first-order differencing, the chonge between the observations of t and t-1 are considered.
This caleulation can be written as:

Ve =Yt — V1

When the resulting time series y{ does not appear to be stationary, the data can be

differenced once again in order to obtain a stationary time series:

Vi =YVi— Vi
= e = Ve—1) — Weo1 — Ye—2)
=Y~ 2Vt Vea

This process can be followed again and again to obtain higher order differenced time series.
However, in practice it is almost never necessary to test higher order differencing.
Differencing can also be done on a seasonal ievei, where the difference between an
observation and the corresponding observation from the previous year is considered:

Yi =YV — Viem where m = number of seasons

Test for need of differencing

The need for differencing can norrnoiﬂy be observed from the data, as to see whether the
is stationary or not. However, this process can also be automated in an objective test called
a unit root test. Unit root tests are statistical hypoihesis tests of stationarity. One of the most
common tests is the Augrnenfed Dicl{ey-FuUer (ADF) test. This test has a nuﬂ-hypoihesis
that the data is non-stationary, and tests this with the time series data. If the p-voiue of
the test is therefore high, it indicates that the time series is non-stationary. Norrnoﬂy, a 5%
threshold on the p-value is oppiied, indicoiing that differencing is required if the p-volue
is greater than 0.05.

The foHowing regression model is estimated in a ADF test:

Ay =a+Bt+yyi 1+ 618y + -+ 6, 18V pi1 + &
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Where o is a constant, the B the coefficient on a time trend and p the lag order of the
autoregressive process. The test then calculates the value y by solving for the equation. If a

time series is stationary, y should equqi O. If this is not the case, differencing should be
dppiied.

Advani’ages ARIMA model

The qdvanrqges of an ARIMA model compared to an AR, MA or ARMA model are
evident. First of all, when an ARIMA(p,D, %ois fitted to a time series, one doesn't need to
make the time series stationary first, as this part is iniegrctied in the ARIMA model.
Moreover, all AR, MA and ARMA models are considered when fiHing an ARIMA rnodel,

as ihe P O.Ild q VO.IU.@S can OISO iqke a VO.IU.Q Of O

FiH'ing the model

FiHing the righi model is not an exact science. Each type of model has its own specific ACF
and PACF grqphs. Selection of the righi arameters (p and q) is often done ]oy testing the
different combinations of the ARMA model, as to find which combination of P and q results
in residuals that are iid. The AR and MA models are quiornot’[icqﬂy included in testing
ARMA models, if the porq value is set at O.

The parameters @; and 6; are most often found through the maximum likelihood estimation
(MLE) method. The maximum likelihood estimation method estimates « preselecied

number of alternatives, and test how well it fits to the existing time series.

Combining the previous steps

All s’[eps mentioned in this pdrdgraph can be combined when an ARIMA model is applied.
An ARIMA model is an autoregressive iniegrctied moving average model. This moci:e? first
maokes the time series stationary ]oy removing the trend and seotsoncdiiy Jfhrough

differencing, and fits an ARMA(p,q) model to the residuals.

7.8.4.4 Check
The next step in time series ctncﬂysis is to check the model that was made. A basic check
can be done ]oy pioHing the actual time series and the modelled time series over the
historical data. This is again done by rnctking use of the maximum likelihood estimation

described previously.

78.4.5 Making the forecast
In rnotking time series forecasts, often a point forecast is given. A point forecast is a single
value forecast of the time series. However, as Gardner (1988, p. 5415j states: "almost all point
forecasts are wrong . This is because an estimation is made for the iikeiy value in the future,
which is inherent y uncertain. As to provide insighi in the precision of a forecast, a
prediciion interval is needed.

A predic’[ion interval indicates what percentage of future realisations will fall within a
prediciion interval with o prescribed pro]oqbi ity. A prediciion interval therefore gives
insighis in the range of expecied values of a time series. This can be seen as a risk assessment,
as upper and lower boundaries are presen’[ed given a prescri]oed probot]oili’[y.

Prediction intervals are traditionall cornpu’[ed using a theoretical qpprootch, which makes
two critical assumptions: (1) that the a plied forecqs’[ing model specifies the underiying
stochastic process correcﬂy and (2) iEe forecast errors follow a specific distribution
(Chatfield, 2001). Often, it is assumed that the error distribution is Guassian (normally
distributed), as to derive theoretical formulae to calculate the predic’[ion interval. However,
the conditional distribution of forecast errors may not be norrnctﬂy distributed, even for a
Guassian ddiq-generaiing process (Y. S. Lee & Scholtes, 2014, p. 219). Therefore, a number

of ernpiricoti methods for computing prediciion intervals have been developed (see for
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example Chatfield (2001), Gardner (1988), Lee & Scholtes (2014), Makridakis & Winkler
(1989), and Williams & Goodman (1971)).

A predicﬁon interval is computecl using a forecotsﬁng model. Considering a stochastic

process, X, the forecasting model, at a T-step ahead point forecast is defined ]oy:

?t,r =9Z,Ze 1y s Ze—y41)

At time t (Y. S. Lee & Scholtes, 2014). Here, g is the forecqsting model chosen, whereas w
is the window size, or size of a sub-sample used to make point forecasts. This definition
makes it possible to make use of various different point forecqsﬁng models, such as an

ARIMA, AR, or MA model. quing such model is explained in the previous sections of
this chqpter.

The prediction interval is computed by using the forecast errors E: -, which have an

(unknown) cumulative distribution function. A 100a% prediction interval, with a being
the interval (e.g. 0.8 for an 80% prediction interval), is calculated around the point forecast

?t,r- This is done by calculating the lower and upper bound of the interval, providing the
range of values (Y. S. Lee & Scholtes, 2014, p. 219). These bounds for ¥; ; are:

~ o\ A 1+«
[Lt,‘rr Ut,‘r] = [Yt,‘c + Q¢ (T) ’ Yt,‘r + Q¢ ( 2 )]

Where L is the lower bound and Ugr is the upper bound. The value Q is the forecast

error quantﬂe. These values are unknown, and must be estimated in order to calculate the
upper and lower bounds.

A different approach - app]ying a Monte Carlo simulation

A different Qpproach to gain insigh’[ in the uncertainty of the forecast is by the use of a a
Monte Carlo simulation to the model. The Monte quf:) methods are a class of otlgorithms
that rely on repeqted random sqmphng. Central to this idea is that some problems can be
solved vy taking a lqrge number of random drawings from a probqbﬂi{y distribution

(Rubinstein & Kroese, 2017).

[n a Monte Carlo simulation, the residual random noise component Y, is simulated a large
number of times, mqking use of the probot]oili’[y distribution identified from historical data
from the same variable. The Monte Carlo simulation draws a random number from this

robqbﬂity distribution and Qpphes this to the time series model. This process is repecﬁfecl a
arge number of times, for example 10.000 times. These 10.000 simulations represent
10.000 scenarios that could unfold.

Each scenario is a representation of a possi]ole future. As a random number is drawn from
the probabﬂity distribution of the specific variable, also a probot]oﬂi’[y distribution function
can be made from the results. This can be done ]oy mqking a histogram of the results,
]oinning the values, as shown in Figure 24. This figure shows the probciﬂi{y that a certain

value will be the actual value in the future.
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Figure 24: probabi]ify distribution function of an examp]e variable, resu]ﬁng from the Monte Carlo Simulation (own

illustration)

/7.9 The third step in risk management: risk response
How to respond to a risk clepends on the size of the risk and the risk attitude of the decision
maker (Gehner, 2006). In genercﬂ, four t pes of control measures are possi]ole, with
decreqsing effectiveness: avoid, reduce, transfer and accept.

Avoid

The most effective means to deal with a risk is avoidance. Avoidance is the prevention of
the pro]oot]oﬂi’[y that the risk event occurs. The most extreme exqmple of avoidance is
termination of the project.

Reduce

If o risk cannot be avoided, measures can be taken to reduce the impact of the risk as much
as possible. This is only possible if the decision maker or the company has direct influence
on the risk. An exotmple specific to corporate real estate management is the incorporation
of flexibility in the portfolio. This way the buﬂding is qclqptotb e to Conﬁnuously thn the
supply with changing demand (van der Zwart & van der Voordt, 2013). Flexibility was
identified as one of the seven added values for real estate by De Jonge (1996). In the field
of real estate, four types of ﬂexibﬂi{y can be identified (De ]onge & Den Heijer, 2014, PP
76-77); qutiql ﬂexibﬂity, technical ﬂexibﬂi{y, juridical-financial ﬂexibﬂity and
OIg’O.l’liSO.ﬁOIlOl ﬂexibﬂity. Main olisqolvcmtqge of ﬂexibﬂity are the costs involved.

Transfer

Transfer of risk is the plqcin of risk under the otu’[hority of another party who is best able
to carry the effect of the risk in the event of occurrence. Often, costs are involved in the
transfer of risks. The most common way of risk transfer is by insuring for certain events.
When an event occurs, which has negative effects, the company is compensqtecl for the

loss Jthrough a third party.
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Accep’c

Risks with a low effect or low probability can be High -
Qccepted The size of risks to be Qccepted is Imnf,;lgr:t; M’Zg‘;’;;
dependen’[ on the risk preferences of the decision
maker.
A tool for olecicling which type of control measure ?;raestrophe Péiost;itt)claer
is best is the probq]oﬂi’[y/impqc’[ matrix (Winch, Impact Bad luck " A
2010). In this matrix, the risks are motpped using the ac e ar;gﬁ:negl
probqbﬂi{y and impact defined and assessed in the
previous step, and are spreotd Jthrough four
quq&rqnts, clepenoling on the risk preferences of the
involved stakeholders. The matrix can be found in Ao Accept Externalise
Figure 25. Low High
Probability
Figure 25: probotbi]i1Ly/1'1r1r1p<:t01L matrix (Winch,
2010

/.10 Conclusions
In this chqpter, the sub-ques’[ion ‘How can risk be assessed, mqnqgecl and quotn’[ifiecl" is
answered.

Risk can be defined as the pro]oqbihty of an event occurring times the magnitude of loss or
gain. A significqn’[ distinction can be made between risks and uncertainty. Risks is when
an outcome may or may not occur, but its probot]oili’[y of occurring is known, whereas
uncertainty is when an outcome may or may not occur, but its probqbﬂi’[y of occurring is
not known.

Risks are mqnqged by first conducﬁng a risk otnodysis, iden’[ifying the risk and assessing it.
Then, the respective manager is able to respond to the risk and control the risks. quqging
risks can in generql be done by tqking one of four control measures: qvoiding the risk,
reolucin? the risk, JEIO.l’leeIIing the risk or accepting the risk. This is dependen’[ on the

probqbi ity of an event occurring, and the impact it can have.

The first step of risk management is the identification of the risks. For this, a 1c11’ge number
of tools are available, but it is found that often ‘stakeholder help' and \previous experience'
are used as a basis for risk identification. This is mainly due to the ease of access of these
resources. In this research, interviewing (stakeholder heﬁo) and an expert potnel is used.

Risk anlysis can be done in two ways: quqn’[itqﬁvely or quqlitqﬁvely. The qdvantqge
over a quantitative qncdysis compqred to a qualitqﬁve otnqusis is that a quantitative
omotlysis is more objective, and enables one to create a robcﬂoili’[y curve of an event. This
way, more detailed knowledge is gotinecl on the probqbiity of an event occurring, enq]ohng

the manager to better respond to the risk.

For the research, use is made of Box-Jenkins time series cmotlysis as this method scores high
on accuracy and allows for mqking a pro]oq]oﬂity curve. A time series is a set of observations
xi, each one being recorded at a specific time t. Making use of historical data, a preoliction
is made of future developments of the variable. The available observed historical data is
first representecl as a realisation of the process

Xe=my+s.+Y,,

where m; is a slowl chotnging function, known as the trend component. s; is the seasonal
component, with a inown period d and Y; is a residual random noise component that is
stationary. A process can be called stationary if:

(1) E[X.] = pis independent of t
(2) Cov(X¢1nXe) is independent of t for each h
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Through a large series of statistical tests (ACVE, ACF, PACF, ADF, BIC, see Section 7.8 and
Appenolix B for a detailed olescripﬁon) and simulations, an autoregressive integrated
moving average (ARIMA(p,D,q)) process is fitted to the historical data, as to closely reflect

the historical process. The resulting model is a mathematical process, that can be written in

the form
p q
i=1 i=1

Where ¢ is a constant value, & is white noise, pis the autoregressive order, q the moving

average order and @; and 6; are the parameters of the model.

The mathematical process can be used to define the future value of the variable. However,
a point forecast, which is often given, does not give the required insights for a risk anlysis,
as it does not proviole a probq ﬂity curve for the risk occurring. As a solution to this, a
Monte Carlo simulation can be qpplieol to the model. In the Monte Carlo simulation, the
residual white noise component is simulated a lqrge number of times, mqking use of the
probqbﬂi{y distribution function identified from the historical data from the same variable.
The Monte Carlo simulation draws a random number from this probqbﬂi{y distribution
and qpplies this to the time series model. This process is repeqtecl for a lotrge number of
times, creqﬁng various scenarios. By means of a histogrqm, a probqbﬂi’[y curve can be
abstracted from these values.
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PART III. DEVELOPING A
FRAMEWORK



8. Effective decision support systems

Before a decision support system is deveioped, first it is important to distinguish what the
characteristics of an effective decision support system are. Therefore, this ciciapier answers
the research question: "How can ciecision—making tools be evaluated?’. This chctpier
describes the purpose of decision su port systems, followed by a description of the important
factors for effective systems. The ¢ apter ﬁui]ois on prior research (Arfesieijn et al, 2015, de
Visser, 2016) on this topic. However, the originai sources where consulted as to validate
this research.

8.1 Definition of decision support systems
As oiecision-mctking processes dre becoming increqsingiy compiex, with an increasing
number of criteria, systems are ]oeing oieveiopeoi that support this process. A decision support
system (DSS) can be defined as a system that aids a decision-maker in mqking a decision,
]oy uiiiising data ihrough models to solve semi-structured and unstructured probiems

(Razmak & Aouni, 2015, p. 10} Riedel et al, 2010, p. 232; Zhou, Huang, & Chan, 2004).

DSSs are cieveiopeci to assist in mqking decisions and often come in the form of formal steps
for soiving a proioiem, iniegrotiing preferences of muiiipie stakeholders. DSSs are qppiieci FEI
exotmpie sirotiegic piqnning or cieveiopmeni processes, where human information processing

is required (Razmak & Aouni, 2015, p. 102).

Riedel et al. (2010) classified DSSs in four types: model-oriented, data-oriented, decision-
oriented, and generqi. The first type of DSSs aim to aid in decision mqking in a specific
probiem domain and focus on optimisation routines. Data-oriented models focus on
proviciing information and facilities for data storage. Decision-oriented models are a piieci
to a specific decision process, and aid to heip in making the decision. Lasiiy, genera DSSs

suppori muiiipie decision areas or domains.

The LDM framework, which is described in the foiiowing chotpiers, when the above
definition is otppiieci, can be seen as a decision suppori sysiem. This is because it makes use
of a formal set of steps, where preferences are iniegrotieci in the decision-mqking rocess,
which results in generating and seieciing relevant options in a multi-criteria decision
moti{ing environment. As the LDM focusses on one decision process, notmeiy the location
decision for the real estate porifoiio, it can be classified as a decision-oriented model.

The otcivotniotges of using DSSs are threefold, as stated by Carlson & Turban (as cited in
Riedel et al, 2010, p. 234). DSSs improve the efficiency of oiecision-moti{ing, it supports in

moti{ing sound decisions and it allows for interactive probiem soiving.

8.2 Developing a decision support system
Over the time, DSS literature scotrceiy considered qnyihing but the technical erspective in
decision mqking processes (Couriney, 2001, p. 30). However, in order to deve]ijop a decision
support system that is qccepieoi by the stakeholders, more perspectives are to be taken into
account. Therefore, Courtney (2001) developed a new DSS paradigm, which can be found
in Figure 26.
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> Problem recognition

Y
Results Perspective development
A T O P Ethics Aesthefics

Mental models

Y
Perspective synthesis

Actions

Figure 26: DSS paradigm model (own illustration based on (Courtney, 2001, p. 31)

A decision process starts with the recognition that a problem exists. This imphes that o
decision should be made on how to deal with the problem. The next step is to determine
the perspective of the stakeholder(s) to the problem. The T, O and P stand for res ecﬁvely
technical, orgotnisot’[ionql and personql perspectives. The model shows what information
and perspectives stakeholders take into account regotrclin the pro]olem at hand. This comes
forward through the mental models the stakeholders have on all of these topics. The
developmen’[ of this perspective is crucial in making a decision support system, as the system
should reflect these perspectives. If a DSS does not take this into account, it could lead to
rejection of the system. Develo ing the model i{erq’[ively can ensure the perspectives are
taken into account, as the modeﬁjis tested and feedback on the model can be usecf’[o improve

the support system (Riedel et al, 2010, pp. 236, 239-240).

8.3 Effective decision support systems: creating acceptance and satisfaction
Creating an effective decision support system requires an interaction between human (the
user) and the model. DSSs leverqge the human abilities in complex decision-mqking, and
thus do not fully take over the entire decision-making process (Riedel et al, 2010, p. 242).
Therefore, the interaction needs to be opﬁmcﬂ in order to have an effective decision support
system. Riedel et al. (2010) researched the factors that influence this interaction. He based

his model on four main perspectives that are important for the use and acceptance of a

DSS.

user user
participation i satisfaction

user user attitudes .| system
involvement I acceptance

characteristics of
- the system

- the user

Figure 27: User participation and user involvement fechno]ogy acceptance (Riedel et al, 2010, < 249)
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As can be seen, system acceptance is based on two variables: user attitudes and user
satisfaction. The attitude of the user is pdrﬂy predefined, due to the openness of the user in
Qppiying models as a tool. However, both variables are influenced ]oy the characteristics of
the model and by two other important factors: user participation in the process and user
involvement. quiicipotiion is defined ]oy Riedel as observable behdviour, whereas
involvement is a “subjective psycho]ogica] state of the actors, regarding the importance of

the system” (Riedel et al, 2010, pp. 246-247).

The model indicates that whilst developing the model, it is important that the user is
involved in the process, and an iterative design process between this user and the system
engineer takes place. Both factors have a positive influence on the user satisfaction and the
attitude towards the system and therefore contributes significqnﬂy to the system

acceptance.

The need for user participation and involvement is also reflected in Riedel et al.’s concepiudl
model of determinants in DSS rnodeHing, as seen in Figure 28.

The articipation and involvement heip in otchievirig a higher level of perceived control,
which in turn raises both perceived usefulness and behavioural intention. Perceived
usefulness is also influenced another way by participation and involvement. Involvement
of the stakeholders in the decision-rnotking process helps the stakeholders to improve their
input in the model, which is the representation of their perceptions in the characteristics of
the model. This can translate to higher levels of system compiexi’[ . as the mathematical
calculations can become more cornp?ex and reflect the preferences of the stakeholders closer.
This also improves the perceived usefulness of the rnodjei.

participation
&
involvement

perceived
control

perceived || behavioral
usefulness intention

¥

complexity

self reported |_|
usage

satisfaction —

Figure 28: concepfua] model of determinants in DSS rnodeﬂing (Riedel et al, 2010, P 258)

In several case studies, the relationships laid out in the model of Figure 928 were tested in
practice (Riedel et al, 2010, p. 259). These case studies showed mixed results. It was shown
that user participation lead to increased perceived usefulness ihrough an increased
complexiiy of the system. However, it was also found that a too compiex system decreases
the user satisfaction. This impiies that the model should still be understandable for the users,
as it can decrease their perceived control and perceived usefulness if the user is incotpdble

of grasping how the model works. The siudy however did find a positive reiqiionship
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between user articipation on the acceptance of a system, Jrhrough the perceiveol control of

the users (Riedel et al, 2010, pp. 266-267).

It can be concluded that user participation and involvement ploly a crucial role in
increasing user satisfaction and user acceptance of the decision support system. User
participation can increase the complexity of the model, which up to a certain level increases
the perceiveol usefulness of the model. However, there is a limit to this positive effect, as a
too complex system decreases the perceived control and user satisfaction of the system.

8.4 Effective decision support systems: gaining frust

As described before, an effective decision support system requires an interaction between
human and the model. It is of importance that the model supports the user in making the
decision. The users have certain expectations of what the system does and what the results
of these steps are. These expectations have to be met in order to create an effective decision
support system, and the user needs to trust the system that his/her expectations are qc’[uqﬂy
met. Therefore, trust is an important concept to take into account in the humqn-computer
interaction.

Trust can be defined as ‘the attitude that an agent (the DSS) will he]p to achieve an
individual's goot] in a situation characterised by uncertainty and vu]nerabi]ify" (Riedel et
al, 2010, P 268). In other terms, the ‘individual or user needs to get the feeling that the
system qc’[uqﬂy helps in qchieving the goorl in a way that the user couldn't do him- or
herself. This requires a Volun’[otry interaction of the user with the system, as the user should

only use the system when the user trusts this system (Riedel et al, 2010, p. 270).

Trust in automation and decision support systems is influenced by three main elements:
performornce, process and purpose (). Lee & Moray, 1993). The per%/orrnomce of the system
is rated in terms of the qbﬂity of the system to achieve the user's goorls. Here, one of the
core determinants is reliabﬂity. If the system is reliable, this has a positive effect on the trust
in the system (Wiegmqnn et al. as cited in Riedel et al, 2010, P 973). The second element,
process, refers to the ot]oﬂi’[y of the sys’[em‘s algorithms to qhgn with the user's goqls. This is
closely linked with the com lexity element gescribed in the previous section. If the user is
able to understand how the model works and believes the odgorithm is quqble of
performing the task, users will put more trust in the system (Miller & Larson as cited in
Riedel et al, 2010, PP 272-9273). The last element that influences trust is the purpose. This

indicates that a user has more trust in the system if the system is used for its intended use.

Usqge of a system is olirecﬂy influenced by the user's trust in a system. If users do not trust
the system, it will not be used, as the outcomes would not be qccepreol as a valid result
(Riedel et al, 2010, p. 277). In an online survey, Riedel et al. found that the system
performance indeed has a positive influence on the trust of the system (2010). Opposed to

this is a negative influence when the system shows performqnce vorriqbﬂiry.

Next to the system characteristics, some user characteristics also ploty a role in trusting the
model. This is also related to the user characteristics influencing the user satisfaction with
the model as shown in Figure 97. Prior experience with DSSs elps in gaining a positive
attitude towards such systems. Moreover, the abilities of the user also positively influence
trust (Riedel et al, 2010, pp. 282-286). This can be explained by the fact that complexity
of the model can negqtively influence the trust in the model, as the user cannot comprehend
the way the model comes to a solution. Therefore, user characteristics also plory a significqnt
role in trusting the system.

As shown in this section, trust is an important factor in creating system acceptance. If the
system is not trusted, this can lead to overall rejection of the results of the system, and
Jr]>m,erefore to not qppl ing the system at all. For trust to be gqined by the system, the system
should be able to qc{wieve the user's goqls, otlign the Ql(ioriﬂqms to these goqls and should

be used for its olesignoﬁreol function. However, some user characteristics plqy a role in gaining
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trust in the model as well. Prior experience and the abilities of the user to understand how
the model works piqy a significotni role in creating trust.

8.5 Evaluating a decision support system
When testing the decision support system in a piioi siudy it becomes possibie to evaluate
the system. It can be tested whether the system dciuqiiy created acceptance, satisfaction
and trust. Next to this the impact of the system on the probiem can be measured. Joldersma
and Roelofs (2004) researched ernpiriccti studies on the different types of measurement that

are used, Ql’ld fOU.l’ld fOUl’ main JEYPQS:

Experierices with the method
Attractiveness of the method
Pdriicipomi's perceptions of effectiveness of the method

Observer's perceptions of the effectiveness of the method

NN

The first type of method refers to how the system is perceived by the user in terms of their
own use of the system. This cioseiy refers to the participation and involvement of the users
as described in Section 8.3. In this this category the moments of interaction between the
user and the system are evaluated.

The attractiveness of the model involves inquiring whether peopie like the method that is
used and whether ii’iey feel comfortable using it. This category is cioseiy linked to the
perceived control described by Riedel et al. (2010). It is also related to acceptance of the
results (Joldersma & Roelofs, 2004, p. 698). Trust is closely related to the attractiveness of
the model, because a irusiworihy system increases the cﬁdnce of using the model again
and increases the attractiveness of the model. Therefore, performance, process and purpose
pidy an important role here.

Attractiveness of the model is cioseiy related to the third type of measurement: pdriicipdni's
perception of effectiveness of the method. quiudiing this erception involves surveying
the articipants about their views on the contribution oniirie method to the outcomes
(Joldersma & Roelofs, 2004, p. 698). However, in research it is found that this category is
often more closely allied to attractiveness of the method than to the quotiiiy of the results
(Joldersma & Roe{ofs, 2004, p. 698)

The last category is the observer's perception and measurements of effectiveness of the
method. This usudiiy refers to criteria such as the quantity and quqiiiy of results produced
within «a pdriicuidr ierigii’i of time, chdnges in pdriicipdni's attitude and improved
likelihood of acceptance of the results (Volkema, 1983 as cited in Joldersma & Roelofs, 2004,
P 698). The observer's perception adds an extra idyer on the measurement of effectiveness,
and heips in deierrnirling this effectiveness.

8.6 Conclusions
Decision support systems are systems that aid a decision maker in making a decision, b
uiiiisirig data ihrough models to solve semi-structured and unstructured pro lems (Razma
& Aouni, 2015, p. 10 Riedel et al, 2010, p. 232; Zhou et al, 2004). A DSS therefore i’ieips
the user in soivirig cornpiex pro]oierns that are difficult to irnpossibie to solve without the
system.

Using a DSS requires a humdn-compuier interaction, which requires a certain level of
system acceptance, trust and satisfaction before the results from the DSS are qccepied, and
ifi,e system will dciudiiy be used. User participation and involvement is crucial in gaining
such acceptance, and piqys a significotni role in creating trust. User participation can
increase the compiexii of the model, which up to a certain level increases the perceived
usefulness of the model. However, there is a limit to this positive effect, as a too cornpiex
system decreases the perceived control and user satisfaction of the system.
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Trust plqys a significotnf role in system usage, and is influenced both by the model as by
the user's characteristics. The performotnce of the model in terms of qchieving the user's
gootls, and qlignmenf of the otlgorithms to the user’s gootls are important from a system
perspective. Moreover, using the model for its designqted use helps in gaining trust in the
system. From a user perspective, the experience that the user otll’eotcly has with the system
itself or with similar systems increases Ewe trust in the system. Furthermore, the abilities of
the user can influence the trust in the system, as the qbi%]ity to comprehend how the model

WOIkS plClYS a major IOIQ.

quluaﬁng the effectiveness of a system can be done by evqluqﬁng on four categories: (1)
experiences with the method, (2) attractiveness of the method, (3) partici ant’s perceptions
of effectiveness of the method, and (4) observer's perceptions of the effectiveness of the
method. These four elements closely relate to the trust and acceptance of the model. Table
9 links these two elements Jfogleher, and can be used as the elements on which the model
can be evaluated.

Table 9: Evaluation checklist for decision support systems and if's oleve]opmemL process, based on (cle Visser, 2016;
Joldersma & Roelofs, 2004, Riedel et al, 2010)

Characteristic Evaluation category Resulting effect (Riedel et

(Joldersma & Roelofs, al., 2010
9004)

Participation and | Experience System acceptance
involvement (Riedel et al,

2010)

Perceived control (Riedel et | Attractiveness System acceptance
al, 2010)

Perceived usefulness (Riedel | Attractiveness System acceptance
et al, 2010)

Satisfaction with the system | Attractiveness System acceptance
(Riedel et al, 2010)

Performance of the system Effectiveness Trust in the system
(Riedel et al, 2010)

Performance rehqbﬂity of | Effectiveness Trust in the system
the system (Riedel et al,

2010)

Purpose of the system | Effectiveness Trust in the system
(Riedel et al, 2010)

Perceived ease of use (Riedel | Attractiveness System acceptance
et al, 2010)

Complexity (Riedel et al, | Attractiveness System acceptance
2010

Familiarisation with Experience Trust in the system
qlgoriﬂ'lms of the model

(Riedel et al, 2010)
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9. Developing the location decision-making framework
The Location DecisiorlfMoking framework can be seen as an odopfofion of the PAS design
opprooch of Arkesteijn (2015), incorporating risk orlo]ysis in this opprocrch. This chopfer
describes the model in detail and answers the research question: "How can risk be
incorporored ina preferencefbosed location decision—rnoking process?"

9.1 Three levels of rationality in decision-making
Answering the question of where to locate your buﬂdings porrfolio is a complex question,
which cannot be answered direcﬂy. The quesrion arises how a process can be orgonised
such that an answer to this main question can be given. Arkesteijn et al. (2017) use the
concept of roﬁonoli’[y to answer this question and organise their process occordingly.

Rationality is described by Kickert (1980, p. 60) as: "Rationality in decision-making
behaviour is a concept that deals with behaviour. As behaviour is genera]] considered to
be a choice made between alternatives, rah’ono]ify is therefore a concept that deals with
the way one chooses between alternatives.” Rorionoli’[y therefore, can be seen as a way to
describe the process how one reaches a certain gool, nomely the best alternative. In choosing
the locorioné:;) of the buﬂding portfoho, the gool is to find the best selection of locations,
that best suits the companies’ prefererlces. The process as to come to this solution can be
described using rationality.

De Leeuw describes three levels of roﬁonoli’[y on which the decision-moking process can be
structured (De Leeuw, 1992): the substantive rationality, the procedurol rorionohry and the
structural rotionohry. The three rationalities corn]oinedyprovide a solid basis for a decision-
motking framework. They are exploined below:.

Substantive rorionohty - the model

The substantive ro’[ionohry describes the strateg and process for finding an answer. The

main research question is unravelled into smoﬁer and smaller elements, until a set of
uestions that are eosﬂy answerable remain. This way, a methodological opprooch is

jeveloped of what elements should be answered, and the question is mogeﬂed into a more

motrrogeorble structure.

Procedural rohonolity - the procedure

The procedurol rorionohry is the determination of the best procedure of decision-rnoking.
In the substantive rorionohry, the main question is divided into smaller “bite-size chunks,
whereas the procedurol ro’[iorlohry focusses on which ‘chunk” should be handled first. This
ensures that no question is answered without knowing the results from a prerequisite
question.

Structural roriondhry - the activities

The last level of rorionohry describes the stakeholders that are involved and what they
should do in order to come to a decision. This element is often forgotten, but is crucial in
coming to an end result. If the same method is opplied, but with different stakeholders, the
chance that a different end result is reached is sigrlificonr. Structural ror’[iorloliry therefore
describes in each step of the procedural roﬁonohtﬁl how resporlsi]oili’[ies and actions are

divided amongst the stakeholders involved, and who should undertake which activity.

9.2 Developing the location decision-making framework
The development of the LDM framework, is based on the PAS desigrl opprooch developed
by Arkesteijn (Arkesteijn & Binnekamp, 2014; Arkesteijn et al, 2015). This opproocﬁ is
described in detail in sections 6.2 and 6.3. All three roﬁonoli’[y levels of De Leeuw are
reflected in this opprooch. The LDM framework can be seen as a further development of
PAS, where it is otdjusred and extended where needed, as to incorporate risk in the
procedure.
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Firsiiy, the substantive rotiionoiiiy is represenied ]oy the mathematical model, which
provides a meihodoiogicoi opprooci’r for answering the main quesiion. This model can be
seen as the supporting tool of the procedure, in which the entire process is modelled. The
proceduroi roiionoii’[y is reflected in the procedure, where the steps that need to be taken
are expioined. Lastly, the structural roiionotiiiy is described in the activities, which describe
which stakeholders should do what in which form. The three elements combined provide

a basis for the framework used in this research, and are illustrated in Figure 29.

procedure activities mathematical model
STED Tr s
SEED 20 e @ Inferview </> MatLab model
STED 3 s =
@ Workshop preference_score_high = [
srep G e seenen value_high =[]

foriin Criteria:

= .
STGD 9 s s \O) Inferview print("For criterion", i, ",")
enter CDFi’

item = inpu
[B:_i_'ﬂ-l Workshop
value_ ppend(item)
| O] Interview item = input("Please enter the

FRAMEWORK

preference_score_med.append

steps fto take approach supporting tool

+
|_ocation decision

Figure 29: Framework for location decisions (own illustration)

This framework is odotpied to incorporate risk management in the decision-moking process.
In the foiiowing sections, each of the three elements is expioined in detail.

9.3 The location decision-making procedure
The procedure of the LDM framework is a list of the steps to be taken in order to come to
a location decision. The procedure expiiciiiy states how all relevant variables and
stakeholders are iniroducedpiri the decision-moti{ing process using a siep-by-siep pion. The
procedure can be used by the su]o]'eci owner and other relevant stakeholders, and therefore
oniy expiiciiiy mention the steps ihey need to take. The foiiowing steps present the
procedure that was deveioped for the piioi siudy.

Step I Each decision-maker specifies the decision variable(s) that he/she is interested in.
Siep 2: Each decision-maker rates his/her preferences for each decision variable as follows:
a. Establish (syniheiic) reference alternatives, which define two points of a

Lagrange curve:
i. Define a "bottom” reference alternative, the alternative associated with
the value for the decision variable that is least preferred, rated at O. This
defines the first point of the curve (xO, yO).
ii. Define a "top” reference alternative, the alternative associated with the
value for the Eecision variable that is most preferred, rated at 100. This
defines the second point of the curve (I, yl).

b. Rate the preference for an alternative associated with an intermediate decision

variable value relative to the reference alternatives. This defines the third point of

the curve (x2, y2).
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Step 3: Each decision-maker assigns Weighis to his/her decision variables. The subject

owner assigns weighis to each decision-maker.

Sfep 4: Eac decision-rnoker/experi indicates for each decision variable whether there is a

risk that the value of the decision variable will chonge over time.

Sfep 5: Each decision-maker determines the design constraints he/she is interested in.

Sfep 6: The decision-makers define the locations in consideration other than the current

locations in the real estate porifolio.

Step 7: The decision-makers ]'oinﬂy decide on an occepiot]oie risk, formulated as a

pro obiiiiy level between O and 1, that the alternative will not take a value lower than

the corresponding preference score.

Step 8: The decision-makers ]'oinﬂy assign a Weighi to the current and future overall
reference score of the por’[foiio.

Sfep 9. The decision-makers generate design alternatives group-wise and use the design

constraints to test the feosi]oili’[y of the design alternatives. The objective is to try to

maximise the overall preference score ]oy finding a design alternative with a higher

overall preference score than in the current situation.

Sfep 10: Use an oiigoriihrn to yieid an overall current and future preference score and one

overall preference score.

Step II: The decision-makers decide group wise based on the overall preference score of the

alternative porifolios and insighis in the risks of these porifoiios.

What can be seen is that the procedure has significon’[ similarities with the PAS procedure
as described in section 6.2. Previous pilo’[ studies with this method yieided positive results
(see Arkesteijn et al. (2015), Arkesteijn et al. (2016) and de Visser (2016). As PAS makes
use of strong scales (for which the reference points are determined in step 2 of the procedure)
and allows for deierrnining the relative importance of the criteria (by assigning Weighis
to each criterion in step 3 of the procedure), it is an exirerneiy useful basis for a preference-
based location decision-rnoking model.

Compored to the PAS procedure, the LDM procedure has a number of extra steps that need

to be taken. These alterations are described below.

Step 4

FirsII of all, in step 4 the decision-maker or (external) experts indicate for each decision
variable whether there is a risk that the value of the decision variable will chonge over
time. This step refers to the first step of risk management, risk identification, as described in
section 7.7. The step is necessary as the system engineer requires knowiedge from the
cornpotny's perspective on what variables actually hold risk. If the system engineer would
determine these risks the engineer influences the outcomes of the system and could
poieniioﬂy miss some risks. The possibiiiiy that some risks are not identified by the decision-
makers using the LDM-framework is cornpensoied by allowing risk experts to give their
vision on which variables hold anvy risk. Aiihough it is possi]o e to assess every decision
variable on risk, this step reduces the amount of time required to research and develop
future scenarios. A decision variable such as size obviously holds no risks in a reguior
contract, as this suppiy characteristic will not chonge over time. Here, it should be noted
that the model now oniy considers chonges in suppiy characteristics, and not chonges in
demand preferences.

Step 6

Sieg 6 of the LDM-framework is an addition to the PAS procedure in order to ciorify the
ﬂexibiliiy of the framework. Ai’[hough in the PAS method it is possi]ole to add new locations
to the set of alternative locations, it is not unequivochy mentioned in the process. The
addition of the sixth step in the LDM-framework does mention this extra step, which
significoinﬂy eniqrges the opplicobiliiy of the framework.

Step 7
The LDM-framework considers two time periods. First the current moment in time, t, for
which an overall preference score is calculated. Secondiy, a future time period, t+n, is
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introduced, which expresses the risks of chonges in the location characteristics. The

reference score for the future time period t+n is calculated by means of a time series
]Foorecost, opplying a Monte Carlo simulation, as exploined in more detail in section 9.5. The
forecast results in an inverse cumulative distribution function, showing the proborbﬂiry that
the alternative will take a value higher than or equcﬂ to a given preference score. The
stakeholders should indicate the risk level Jrhey are wiﬂing to accept, as then it can be
calculated what the lowest possible reference score is relot’[irlg to this risk level. The risk
level is expressed in the form of a pro otbﬂiry 1eve1, ranging between O and 1

Step 8

DuéJ to the incorporation of risks in the framework, the decision-makers need to determine
a weight between the current situation and the future situation in S’[ep 8 of the procedure.
Asis Eescri]oed in detail in section 9.5, the model calculates both a current overall prefererlce
score, and a lorge number of overall prefererlce scores, based on the various scenarios
developed from o time series model. From the scenarios, the most common value is
determined, which is seen as the future overall prefererlce score. The decision-makers ]'oinﬂy
make a decision on how important the future overall preference score is compared to the
current overall prefererlce score. This step is moirﬂy meant for the model to mathematicall
calculate the best overall por’[folio alternative. However, in the model itself, the decision-
makers are able to see the full overall prefererrce score overview in terms of a histogrom as
shown in Figure 31

Step 11
In Step 11 of the procedure, a slighr alteration to the last step of the PAS procedure is made,
]oy including the need to take into account the irlsigh’[s of the risks of the porrfolios into the

decision.

9.4 The location decision-making activities
Appl ing the steps described in section 9.3 requires a number of activities with the involved
stokezol ers. The activities comprise of three interviews and two workshops, that alternate

in the pattern ' W-I-W I, which is equal to the PAS activities (Arkesteijn et al, 2015). Each

interview and Workshop is explotirle below, preceded ]oy the in’[roductory steps:

Introduction

The first step in the framework is to define the case and the involved stakeholders. One
stakeholder is identified as the subject owner. This stakeholder selects the other stakeholders
which should be involved in the decisiorl-rnoking process. All stakeholders should be preserlr
in the foHowirlg steps. Ideoﬂy, at least one stakeholder of each perspective (strcﬁregic,
financial, functional, physicod) as described in Section 3.2 should be involved. Next to the
stakeholder identification, the exact case should be determined in advance. This can be in
the form of selecring a portfolio of current locations, a geogrophicoﬂ areq, or in any other
way the boundaries of the case are defined. Fil’lO.HY, the time horizon considered in the
model should be determined in advance. This is the time period over which the risks are
assessed. When decidirlg on this time horizon, one should keep in mind that the 1onger the

time horizon, the more inaccurate the data will become.

Interview 1

The interviews are held individuoﬂy per stakeholder. In the first interview, the first six
steps of the procedure are followed. The interviews are semi-structured, where the system
engineer exploins the input that is required from the stakeholder. The systems engineer also
gives a brief expldnotion of the framework, such that every stokeholder knows what the
procedure is. Goal of the first interview is that the first six steps of the procedure are

comple’[ed the first time.

Workshop 1

Before the first Workshop is held, the system engineer processes the input of the first
interview. The workshop is meant to show the results of the these steps. A short
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recopiiuioiion of the interviews is given, and the results of the input of every stakeholder
is presenied to all stakeholders sirnuiioneousiy. Next, the model is used by the stakeholders
to generate alternatives. The stakeholders are able to turn locations on and off, and try to
come to a porifoiio with a higher overall preference score. Moreover, the stakeholders ]'oiniiy
take step 7 and 8 of the procedure, deierrnining the probo]oiiiiy level for future preference
scores and the importance of the future values cornpored to the current values. T]ic'ie gooi of

the Workshop is to provide insighi in how the model works for the stakeholders.

Interview 2

In the second interview, the stakeholders are able to chonge their input if required. The
interview is similar to the first interview, following each of the six steps. In the piioi siudy,
the second interview also serves as a moment of reflection, where the stakeholders can

provide their initial feedback on the process and on the model itself.

Workshop 2

Before the second Workshop, the systems engineer has processed all odopidiions that came
forward in the second interview. During the workshop, the stakeholders are able to once
again design alternatives ihey think will better rnoici:) the preferences. At the end of the

Worksi’iop, the mathematical model will calculate the best alternative. This alternative is

fed back to all stakeholders.

Interview 3

In the third interview, each stakeholder individuotiiy confirms that the alternative that is
calculated as the best alternative, is indeed the occepied alternative. If this is not the case,
the stakeholders are able to odopi their input once again, in a similar way as in the first
two interviews, and a new Wori{shop is to be held.

In this research, the third interview is also used as a moment of reflection on the process.
Here, each stakeholder involved is interviewed on how the process went, and if t ey view
the model as having added value over their own process. Moreover, the model itself is

reflected upon, based on Riedel et al. (2010).

95 The location decision-making mathematical model
In order to support the stakeholders in oppiying this framework, a mathematical model is
developed. The model is a computer programme, written in the programming iongud e
Matlab. This makes it possi]oie for the stakeholders to ouionornousiy follow (pori of) the
procedure. In this section, the requirements of the model are presenied, as to disiinguish
which elements are crucial in the model. Secondiy, the structure of the model itself is
expioined.

951 Model requirements

The deveioprneni and use of the mathematical model serve the urpose of deierrnining the
preference rating per criterion for a set of poieniioi future porig:oiio alternatives. Also, the
model should be able to provide a Weighied overall preference roiing for each possi]oie
future porifoiio. Not oniy should these be given for the current moment, but also for a to
be determined future moment in time, in the form of scenarios. All these results should be
presenied in an understandable manner, such that the user is able to Visuoiiy compare the
alternatives to each other and to the current suppiy rating.

959 Model structure
The data generoied from foiiowing the first seven steps of the procedure serve as input for

the model. Therefore, the available data is used as a starting point for deveiopmeni of the
model. A flowchart of the model can be found in Figure 30.

65



INPUT THROUGHPUT OUTPUT

————————————————

PREFERENCES | I CALCULATE ! I CALCULATE ! PREFERENCE
RefP_Criterion | PREFERENCE | OVERALL  F — > VALUE
| RATING | PREFERENCE , CURRRENT
_________________ | Pref_Criterion | | RATING FOR -
LOCATION DATA . CALCULATE FUTURE RANGE . | EACHTME 1 ) SEEUFEQENCE
S Bl < ~ > PERIOD 1 -
seDalie, Criartem S_Crite _
LJCL CHL17 lltErl’U : I|_ j_ = l_lfiuin_ e e JI : : : PTQIL ()X’Q?O” : FUTUR:
b ___ ! _______ [ | | |
v } : . | : PREFERENCE
|y DETERMINE RELEVANT VALUE | _ | . L > VALUE
I 1 Val_Criterion | 1 | | | OVERALL
| _________________ = = = = = — 4 | |
I ————————————————————————— I I
|
_y, CREATE ALTERNATIVES | _ 5 CHECK : | |
| Alternatives | . FEASIBILITY | | |
————————————————— | IsFeasible L |
————————————————— ! | Feasiple ;
CONSTRAINTS | _ 5 CALCULATE CONSTRAINT VALUE, _ | | |
Con_Name | Cale_Con_Name | 1 | | |
_____________________ - - - 4 I |
| | |
I
CRTERAWEGHTS | o )} |
Crit_ V\/elghrs : Infeasible ! U
\4

ALTERNATIVE INFEASIBLE
Figure 30: principcz] structure of the model (own illustration)

On the left, at input, one can see the input that is distilled from the interviews. The
preferences are put in the model b* provicling the three references points from step 92 of the
e.

procedure for each decision variab

Seconcﬂy, the location data is fed into the model. This data is gqrhered by the system
engineer. For each relevant location (the current locations and the locations geterrnined in
step 6 of the procedure), information 1is gqtherecl on each of the decision variables. This
information is used to first calculate a future range of the location data. The proce&ure for
this is explotined in chqp’[er 7. using a time series model. Using such time series model, that
is fitted to historical data for eoLcE criterion, 10.000 values are calculated. These values
represent 10.000 possi]ole scenarios that could unfold over a time horizon t. If the future
value is not suscep’[ible for chqnges in the future (for example the size of office space in rng,
determined in step 4 of the proceclure), then the future value will be equod to the current
location data value.

Next, both the current location data values and the future location data values are fed into
a function that calculates the relevant value. This is done as each criterion can have a
different way of codculolﬁng the value. For exorrnple, the average travel distance for
employees to the new locations will be based on the minimum travel distance to one of
the locations. This requires a different calculation than the total size of all locations in the
alternative combined.

The input from the relevant value function and the reference points are used to calculate
the preference rating for each location, for the current dataset and the scenarios.

The Location data is also used to determine all possible combinations of portfolios. This is
done by Jrctking all locations, and rnotking combinations of these locations, b turning a
location on (1), or off (O). Each alternative is one combination of locations. If for example
there are 7 alternatives, an alternative portfoho could be 010110 1, where location 2, 4,
5 and 7 are selected. In total 2" n alternative portfolios are generoﬁreoL where n is the number
of locations. In the exqrnple of 7 locations, there are 128 different portfolio alternatives.
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Each of the alternatives generqteol is checked against the constraints determined in step 3
of the proceolure. Using the location data, the value of the alternative is checked with the
constraint value, to determine whether the alternative is feasible or not. If the alternative
is infeasible, it is rejecteol, and not considered any more. If the alternative cornplies with the
constraints, it is used to calculate the preference rating.

The next step of the model is a function that calculates the overall preference rating of each
feasible alternative. For this, the feasible alternatives are fed into the function, combined
with the preference ratings for each of the locations. The result of this is an output consistin
of rnul’[iple values: the overall preference rating of the current data, and the overa
preference rating for each of the scenarios.

The output generq’[ed in the previous ste of the model consists of 10.001 overall preference
ratings per feasible alternative. From this, o histogrqrn as shown in Figure 3]l can be

abstracted.

CURRENT PREFERENCE SCORE
# MOST COMMON VALUE

95% LOWER BOUND — 95% UPPER BOUND

0 50 100
PREFERENCE SCORE

Figure 31: hisfograrn of overall preference score for each scenario (own illustration)

The figure above shows a his’[ograrn of the overall preference scores for all scenarios. Each
inohviguql scenario has its own overall preference score. These are ]oinnecl, and counted,
resul’[ing in the his’[ogrotrn. In this exqrnple, one can see that the preference score for a
location is expected to increase over time.

In this his’[ogrqrn, four points are relevant. First of all, the upper and lower bounds. These
values reflect the range of preference scores the alternative will lie in between. In the
exotrnple of Figure 31, the overall preference score for this alternative will lie between
otpproxirnqtel 12 and 85. This im Ees that one can say with 95% certainty, that at time
horizon t the ?]ocqﬁons have such characteristics, that the alternative will have an overall
preference score that is between 12 and 85. AHhough this range is very wide, it is eXpecJtecl
that in the pﬂth studies this range will be significotnﬂy smaller. Moreover, it should be noted
that the histogram of the overall preference scores does not necessqrﬂy has to be norrany
distributed. This is olependent on the historical location data. If this data has a different
distribution, then the curve can be different.

The third relevant value is the most common value. This value represents the preference
score that is most expecrecl for the alternative at time horizon t. The last relevant value is
the current preference score. This line shows the current preference score, and can be used
to discern Wprre{her it is expecrecl the overall preference score will increase or decrease over
time until time horizon t. In the exqrnple of Figure 3], it is clear that the overall preference
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score is expecieci to be higher at time horizon t. The current preference score is also used in
the selection of the best alternative.

Choosing the best alternative

The data presen’[ed in Figure 3] can also be visualised differenﬂy. The hisiogrorn shows
how often a certain value will appear. By ploHing this information in an inverse
cumulative distribution function one can determine the robotbiliiy that the preference score
will take a value higher than or equori to a certain value. By setting the pro]oqbihiy level
at a value x, one can determine which alternative has the highesi overall preference score.
This process is visualised in Figure 32.

P(X) 1 ALTERNATIVE _A
ALTERNATIVE_B
ALTERNATIVE _C
ALTERNATIVE_D
o5t--------
|
|
|
|
0 50 100
PREFERENCE SCORE

Figure 39: inverse cumulative distribution function, with an assessment of alternatives based on a pro]oobi]iry level of
50% (own illustration)

The relevant probobﬂiiy level on which this assessment is made, is determined in step 7 of
the procedure. The model considers each alternative, and calculates the overall preference
score that corresponds to the probability level. The alternative with the highesi overall
preference score proves to be the most robust in maintaining a high preference rating over

time. In Figure 32, this is Alternative_D.

Irnpor’[oni to note is the degree in which the stakeholders can influence the shqpe of the
functions shown in Figure 39. The functions are porﬂy determined by both the decision
variables that are defined by the stakeholders and the corresponding preference reference
poinis. Chonges in for exornp{e the preferences for a decision vorioible, have direct influence
on the shope of the probotbiiiiy curve as a decision variable value will then have a different
preference score. Not only the ploce of the curve on the x-axis but also the shope of the
curve can be influenced iy the preferences of the stakeholders. This can be derived from
the x-axis of the inverse cumulative distribution function being the same scale as the y-axis
of the preference curves.

The second factor inﬂuencing the shope of the curves shown in Figure 392 is the chan ing
characteristics of a location, which cannot be influenced ]oy the stakeholders involved. These
are external factors, which are calculated Jfhrough the time series oncdysis and Monte Carlo
simulation.
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The connection between de preference curve, the Monte Carlo Simulation and the inverse
cumulative distribution function are visualised for one variable in Figure 33. Here, the
Monte Carlo simulation results are ploHeol on the righ’[ X-axis. Using the preference curve,
the correspon&ing preference score can be calculated. By colculot’[ing the probability of
occurring, the inverse cumulative distribution function can be ploHeoL on the ﬁ)efr side of the
figure. The figure shows the direct relorionship of the preference curve and the

corresponding inverse cumulative distribution function.

1 =TT

SIMULATION
Figure 33 re]afionship between the inverse cumulative distribution function, the preference curve and the Monte Carlo
simulation (own illustration)

PREFERENCE SCORE

The last step of the model is to calculate the average overall preference score of each
alternative, based on the current overall preference score, the future preference score based
on the given pro]oo]oﬂity level and the weights determined in step 8 of the procedure. The
alternative that has the highesr average overall preference score, is selected as the best

por’[folio.

A detailed descripﬁon of the model can be found in Appenolix B, where the generation of

scenarios is described in detail as well.

953 A note on correlation between variables

When de’[errnining the future range of values using a time series model, part of the future
values is calculated by drowing a random number, based on the pro]oo]oﬂity distribution
deducted from the historical data. It is important to note that some variables could show
significotnr correlation over time. Correlation is a statistical relorionship between two
datasets. A positive correlation indicates that if Variable A is increasing, Variable B is
1ike1y to increase as well. Alrhough this does ]oy no means irnplies that the reloﬁonship is
causal, it should be taken into account in the model that a certain level of correlation is
present between certain variables.

The first step is to determine whether two variables are correlated or not. This can be done

]oy the foHowing formula:
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Cov(X,Y) _ E[(X — ) (Y — py)

X OxO0y
For this pﬂot stuoly, if values have a correlation above O.5, then the variables are assumed
to be positively correlated, and the random values are the same in both variables. If the
correlation is below -0.5, then the variables are assumed to be nega’[ively correlated, and
the random values of Variable B are calculated as: -Random Valuevasiable A.

pxy = corr(X,Y) =

9.6 The use of the LDM-framework explained through an example
Use of the LDM-framework, besides a theoretical explotnot’[ion, can be best explqineol
Jfhrough the use of an exqmple, in which the process of the framework is described. This
pctrogrotph therefore describes the ctpplicct’[ion of the LDM-framework in a fictitious
exotmple, in which a supermquet concern (“SuperM") would like to open their first store in
the Netherlands. The LDM-framework can be used to determine where this first store
should be opened.

The subject owner of SuperM identified two stakeholders are important, himself
(SubjectOwner) and one other stakeholder (Stakeholderl), which both have a weighr of
O.5. Together, in an interview, they give answer to the first six steps of the proceclure. This

input is shown in Table 10, Table 11, and Table 12.

Table 10: Fictitious input of step I to 4 of the LDM procedure

Decision variable Weigh’t Value 1 Value 2 Value 3 Risk
variable?

SubjectOwner:  Households | 0.6 20.000, 35.000, 60.000, | Yes

with an income per year over 0) 50) 100)

€75.000 within 20km

Stakeholderl: Yearly rent per | 0.4 (200,0) (135,50) (100,100) | Yes

square meter (€/m2/yec1r)

Table 1I: Fictitious input of step 5 of the LDM procedure

Design constraint
The location should be accessible by t

e
distribution center located in Hoonlolorp

within 45 minutes

Travel time <45 min to DC in Hoofddorp

Table 12: Fictitious input of step 6 of the LDM procedure

Location Value variable 1 Value variable 2 Comply with
alternative constraints?
Amsterdam 60.000 195

Leiden 25.000 135 Yes

Haarlem 35.000 155 Yes

Utrecht 55.000 185 No

The input received from the stakeholder is fed into the mathematical model. The values
from Table 9 show the current values of the locations. However, it was indicated by the
stakeholders that both decision variables had a risk of chqnge. Therefore, first the future
values of these variables should be determined for each location alternative. For this, a time
series model of each variable for each location is mqole, and a forecast is made on possible
future values. This is visualised for Decision variable 1 for Amsterdam in Figure 34,
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Figure 34: Fictitious examp]e of change of decision variable I (own illustration)

This figure shows that qlthough the value for decision variable 1 has increased over time
to 60.000, it is expected to decrease in the future. The values from the risk cmqusis shown
in Figure 34 can be translated into a cumulative distribution function. The stakeholders,
foHowing step 7 of the procedure, indicated that J[1’1ey are wiHing to accept a risk level of
0.6, meaning that the stakeholders want to have 40% certainty that the value in the model
will be at minimum the actual value. From this, a future expec’[ed value can be abstracted,

as shown in Figure 35 (left), which in this example is 48.000.

1 - 100 °
09 90 | | /
08 / 80
07 70

0.6 / 60
05 / 50

04 / 1 | | 40
03 | | | | | | 30
02 ! ! | | I ! 20
0l 10
¢} 0

42.000 48000 55.000 20.000 40.000 60.000
Figure 35: Left: fictitious cumulative distribution function and risk level (x-axis). Righi’: preference curve for decision
variable 1. (own illustration)

This process is re eated for each decision variable that has a risk. From this, the foHoWing
table can be rnqge (Utrecht is omitted as it does not comply with the constraints):

Table 13: Overview of values per decision variable, now and in the future (own illustration)

Decision Amsterdam Leiden Haarlem

variable Current Future Current Future Current Future
Variable 1 60.000 48.000 25.000 29.000 35.000 492.000
Variable 2 195 200 135 130 155 145

These values can be translated into preference scores, using the three reference points that
were provioleol by the stakeholders and the preference curve that can be constructed from

these points. This is visualised in Figure 35 (right). For example, for Variable 1 in
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Amsterdam, the current preference score equqls 100, and the future preference score equotls

76.

With this information, and the weigh’[s, two preference scores for each location can be
calculated: the current overall preference score and the future overall preference score. For
exotrnple for Amsterdam, this is calculated as follows:

PrefScorecyrrent

= Prefscoredecision variable 1 * Welghtdecision variable 1
+ Prefscoredecision variable 2 * Welghtdecision variable 2
=100%0.6+ 13 0.4 = 65.2

PrefScoresy yre

= Prefscoredecision variable 1 * Welghtdecision variable 1

+ Prefscoredecision variable 2 * Weightdecision variable 2
=76%0.6+0=x04 =456

These values can be combined into one overall preference score, using the weigh’[s
determined in step 8 of the LDM procedure. In this exqrnple, the weights are divided equotl
meaning that the future preference score is eququy as important as the current preference
score. This results in the Overall preference score for the location Amsterdam to be 65.2 *0.5

+ 456 * 0.5 = 55.4. This can be done for every alternative:

Table 14: Preference scores per alternative (own illustration)

Alternative Prefscore current Prefscore future Overall pref score
Amsterdam 652 456 554
Leiden 339 49, 37.6
Haarlem 46.3 514 489

This shows that that Amsterdam has the highest overall preference score of the three

alternatives. This irnplies that the location in Amsterdam qhgns best with the preferences

stated b%/ the stakeholders. Therefore, Amsterdam should be the choice of the stakeholders
u

as their future location for SuperM.

9.7 Conclusions
This chqpter answers the research quesﬁonz how can risk be incorporot’[ed in a preference-
based location decision-rnqking process?

The Location Decision-quing Framework (LDM-framework) is an adaptation of the
Preference-based Accommodation Strateg design ap roach developed vy Arkesteijn
(2015). Equal to the PAS design approach, the LDM-framework is based on the three
rotﬁonodiry levels of De Leeuw (1999), descri]oing the process which should be followed to
come to a solution. The model consists out of three parts, the model (substantive rqtionqhty)
the procedure (procedurql rq’[ionahty) and the activities (structural rotﬁonothry), which
closeﬁ)y interact with each other and cannot be used inolepenclenﬂy from each other. The
entire process results in a decision for which real estate por’[folio matches best with the

references stated by the stakeholders. The process is visualised in a flowchart, which can
Ee found in Figure 36. On the top, the steps of the procedure can be found, whereas on the
left the activities are listed, including the stakeholders that are involved. On the far righ’[,
the model buﬂ&ing activities can be found.
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Figure 36: Flowchart of the framework (ctdapi’ai’ion from (Arkesteijn, to be pub]ished))

Interview III
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PART IV: TESTING THE
LDM-FRAMEWORK



10.Current decision-making process in the pilot organisation
The LDM-framework deveioped is tested by means of a pi]oi siudy, at an existing case. In
this chapier a company profiie is given combined with a descripiion of the current real
estate decision—making process. Lasiiy, the case on which the model is appiieci is expiained.

10.1Company profile
Engie services is part of the listed
Engie group, an international energy
Qng technical installations company, eNG-e
em ioying nearly 155.000 peopie and '
with an O.l’ll’lU.O.%] turnover of neotriy

€70 billion. Engie Services is the - \

iotrgesi technical service provider in \
the Netherlands and focusses on the \::\
industrial, infrastructural and utility et o g )
markets. Next to consultancy services, o i.
Engie Services engineers, '\ ® = /}
manufactures, installs and monitors / /
technical buiiciing installations. ’f i 8 f‘“"i
In order to function opiimotiiy, Engie ( ... Pl A ox
Services has a real estate porifo io Haren” .bmm"' a :)
consisting of offices, warehouses and LM' T e sl
industrial sites. In total, 56 locations, oo N 3 oo

leased by Engie Services (see Figure
36). The real estate porifoiio consists of

..Dordudll

spreotd across the Netherlands are /’ . 5 Ty /§

131126m? of which 76.888m? is office e T ¢ L& G
2. . . e Tiiburg - 7 Botirop.gHeme

space and 54.238m" is industrial space. s =W s ; o

Next to Engie Services, the company \\2 $ /ﬂg G Kﬁ $ g

also has a branch called Engie P i Ve iwerpen Lol i; s W::‘

Refrigerotiiori, which is part of the case. /- w\:?ﬂ// Sy

Engie Refrigerctiiori focusses on cooiirlg o= s S e

Bruxelles- Hesrien Koln”

solutions for large corporate clients. 2B NN
Bo{h compqnies are pOIJ[ of J[he Engie Figure 37: Locations of Engie Services (own illustration)
congiornerotie, but function

inciepenoieniiy.

10.2 The current decision-making process

Curreniiy, real estate decisions are mainly cost driven. A few years ago, the Engie Services
real estate porifoiio counted over 90 buii]oiings, spreqoi across the country. After setting up
a real estate department, consolidation opportunities were identified and the total occupieci
space decreased. Real estate decisions are often made ad-hoc, kaing business cases each
tHme a lease is expiring. In such a business case a range of opiions are expioreoi. First of Qii,
consolidation opportunities are soughi, trying to further decrease the number of locations,
and preventing unnecessary vacancy. Secondiy, a negotiation with the current iouiioiing
owner is started, too see whether it is possibie to decrease the current real estate costs. Also,
a market scan is held, consiciering the possibiiiiy to move to a new location. All three
pos;_ilbiiiiies are checked against each other in terms of financial impact, and a decision is
made.

Considering the competency model of Joroff et al. as seen in section 3.1, the Engie real estate
depqrimeni is in the transition between the second level (rninirnising buiiciing costs) and
third level (siqndotrciising buiiding usqge), whereas the framework that is Qppiied in the
piioi siuciy can be seen as a tool serving the fifth level (business strategist - convening the
workforce).
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103 The case
In the south of the Netherlands, Engie Services and Engie Refrigerotﬁon lease seven
locations, which are currenﬂy under review. The lease terms have been synchroniseol, and
due to efficiency and vacancy, the o portunity arises to consolidate these locations. The
current locations of Engie that are taken into account in the pﬂof stucly are presenteol in

Figure 38.
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Figure 38: Current locations of Engie in the case (own illustration)

The goql of the real estate depqrtment of Engie is to significanﬂy reduce the size and
number of locations in their real estate portfolio, and as a result, reduce the overall costs.
However, it was also indicated that this should not hqmper the producﬁvity of the
employees or burden the business. [t is the view of the real estate olepotr{ment that real
estate should be chili’[qﬁng to the business, and therefore it should optimqﬂy support the

business operqtions.

The case consists of 8 current locations and 22 alternative locations. The subject owner
selected 7 main stakeholders inclucling himself, which combined make up for all relevant
perspecﬁves identified by Den Heijer: olicy makers (Q.), financial Controﬁ)ers (1), users (3),
and technical managers (1) (2011), erre stakeholder_1 functions both as a policy maker
and a technical manager. From these seven stakeholders, 2 indicated that they wanted to
act as one joint stakeholder, which resulted in 6 stakeholders for the decision ma ing process.

Every stakeholder follows LDM framework, and the data is fed into one model.

FOCUS ON INSTITUTION FOCUS ON REAL ESTATE
EXTERNAL EXTERNAL
INTERNAL INTERNAL
Y 00 4
g POLICY MAKERS CONTROLLERS
CREM

2
0 TECHNICAL
5 USERS MANAGERS
© INTERNAL 9 9 e 0 INTERNAL

EXTERNAL EXTERNAL

Figure 39: Stakeholders involved in the LDM framework (own illustration based on (Den Heijer, 2011))

Figure 39 shows the stakeholders within the stakeholder framework. The numbers
indicated refer to the specific stakeholders, which in the rest of this thesis are indicated as
Stakeholder_n, where n is the respective number of the stakeholder.
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Although the real estate olepotr’[ment qlready has a conceptuoﬂ strategy in plqce for
consolidation opportunities, the pﬂof study is a second opinion, in which a more detailed
omotlysis of all options is consiolerecl, and more focus is put on the business preferences in
location selection.

10.4 Conclusions
When consiolering the current olecision-motking process, real estate decisions are mainly
made on micro-level and are mainly focussed on cost reduction. The case in quesﬁon is one
of the first attempts to s’[rqtegicaﬂy decide on the real estate locations in a lotrge region. It
considers 7 current locations that are in the portfoho. As stakeholders, seven eople were
iden’[ifiecl, which comprise of every significqnt perspective in such decision-ma ing process.

In the research, all physicoﬂ data on the current ]ouilolings was made available, including

the lease contracts. Also access to employee data and other relevant information sources
was made available where necessary, as to facilitate the research as much as possible.
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1. Testing the LDM-framework in practice
This chctpfer describes the pi]of sfudy. For this, use is made of the process flowchart depicfecl
in Figure 36. The pi]ozL sfudy is used to test the LDM-framework in practice, anwing to
Change the framework if necessary and to be able to consider whether the LDM-framework
proves to be effective in incorporaring risk in a preferencefbased location decision—making
model.

111 Interview |

The first interviews are meant to cornpﬂe the first client statement, and are used to go
Jfhrough the first six steps of the LDM procedure. All interviews started with a brief
explotnot’[ion of the gootl of the process and the interview, and the goal of this research. Next,
using a short, written introduction the process of the entire rnocle?qu explained, focussing
on how the preference curves are used ]oy the model. As to not overload the stakeholders
with information, the risk component of the model was not quy explotineol as of yet, but
only touched upon during the explotnotﬁon of the model. The written introduction that was
sent in advance (in Durci) can be found in Appenolix C.

Next to this explolnoltion, u an Excel J[emplct’[e was used, to be filled in otccorohngly. Here,
the criteria can be filled in, with their corresponcling values and Weight. This was
Quromqticaﬂy visualised in the Excel file (as seen on the right of Figure 40), where the

preference curves adre forrned.

Step 1: Criteria & Step 3: weights. Step 2: rating preferences

= = oo vt Vatiez Tvaies

Criterion 1

Totals

Figure 40: Excel fernp]czfed used to obtain the preference criteria and constraints in the interviews (own illustration)

In total, 2 face-to-face interviews were held cluring workshop [, in total accounting for
Qpproximcﬁrely 4 hours. In total, 19 criteria were defined wit corresponoling reference
curves. Also step 3 of the proceolure wWas comple’[ed, assigning Weights to each of Jflile criteria
per stakeholder. In the interview with the subject owner, the Weights between the
stakeholders were defined. In addition, a total of 9 constraints were identified, cornpletin
the first iteration of step 5 of the procedure. These results are presentecl in Figure 4] an
Figure 42.
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Figure 41: Weigbfs per criterion (own illustration)
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Figure 42: preference curves for each criterion (own illustration)

What came forward during the interviews, is that the fourth step of the proceolure (Each
decision-mqker/exper{ indicates for each decision variable whether there is a risk that the
value of the decision variable will chotnge over time) was difficult to answer for the
involved stakeholders. They explqined that ’[hey could make an educated guess of which
aspects are expected to change, but could not fully be sure. As to deal with this issue, use
was made of their own insigh’[s, and next to this a real estate expert panel from the JLL
research team was ques’tioned, which has clear insights in real estate related chqnges.
Moreover, in discussion with the stakeholders, the company related risks were mapped.

Step 6 of the procedure, selecﬁng alternative locations compared to the current locations,
was done by qsking for regions which the stakeholders would also consider in the decision-
making rocess. Moreover, in clicdogue with the subjec{ owner, a number of other locations
were selected, as to have an open discussion on the locations and qﬂowing other
alternatives to be included as well. From the regions that were identified, actual properties
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were selected from Funda in Business, an online piqiform for brokers to market their
available properiies.

11.2 Model building
The next step was to build the first iteration of the model, qppiied to the case. First, all
necessary input data needed to be ggihereoi. The preferences, constraints and Weighis were
identified, but the location data was 1Qcking. This data was compiied by rnoiking use of
several sources. First of all, for the current Engie locations the lease contracts were ctncﬂyseci,
from which part of the data could be gqihered. Seconcﬂy, from Funda in Business data was
also gaihereci for the alternative locations. Next to this, a number of aniyses were
conducted as to generate location data. This Qppiieoi to data that was not available, but
could be retrieved by gqihering and combining information from several sources, both
internal and external.

Once all data was gqihered, the model structure itself could be determined. Each preference
requires a unique method of calculation. This is because some preferences refer to the closest
location to a certain point on the map, whereas other preferences refer to an addition of all
criterion values of the locations. The necessity to develop a tailored model significotnﬂy
hqmpers the ease of the model Qppiicqbﬂiiy. A more in-(fepih descripiion of the structure
of the model can be found in Appendix B: Detailed descripiion of the mathematical model.

11.3 Workshop |
The first Workshop was held for the two stakeholders involved and the subject owner.

During the first Workshop, a short review of the work so far was presented, foﬂowing a
detailed expiqngiion of how the model comes to a solution. This heﬁjps the stakeholders in
unders’[qnoiing how the model determines the overall preference score. Using a presentation,
these steps were explained visually, as to achieve maximal unciersiotnoiing. This was
perceivec]fby the s’[gfehoiders as valuable:

"Going ihrough the model once more, exp]aining every step
and seeing how the steps interrelate makes me understand
how we get from preference to best alternative.

After the explanation of the model, the model was tested by the stakeholders. The model
contained all information available at the moment of the Workshop (19 criteria), with the
exception of the scenarios. It was deliberqieiy chosen to not include the scenarios at this
moment in time, to keep the model as sirnpie as possi]oie and understandable for all
stakeholders. An exqmple of how the scenarios can be included in the model was given,
which will be expiained later in this section.

The stakeholders made use of a preiiminqry Grotphicql User Interface (GUI), as presenied
in Figure 43 On the left side, the stakeholders could choose the combination of locations
ihey perceiveci as the best combination. In the middle of the screen the selected locations
are shown. Below these selected locations, the GUI shows whether the selected porifoiio
meets all constraints, by either turning green or red. On the righi of the GUI, the criteria
are found, inciuoiing the preference score corres onding to the criterion and the selected
alternative. The physicqi values are also shown here, indicotiing the relevant value for the
criterion.
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e0e® LDM-Model 1.0
| Atematie Number of Selected Locations 7 Number of locations must be at most 5. Overall Preference 58.75
f Selected Location Name Overall Pref. | | | | Selected Locations | Criterion Weight | Preference | Physical Value| Unit
| 1 2124 | [_1 1 100.00 5156.00
| 2 | 2251 2 2 96.56 731.00
3 43.61 LS 3 100.00 71.49
4| 2384 | |4 4 0.00 830470.00
5 | 27.64 5 5 0.00 2164
6 16.25 6 6 44.65 50.00
7 | 18.86 7 7 0.00 3.63
8 2617 8 0.00 5.97
| e 21.97 9 0.00 2.00
10 | 28.05 10 98.19 2665.60
11 28.92 e, Proference 1 0.00 0.00
| 12 | 2025 12 100.00 266.51
13 36.06 13 78.90 20.84
| |aal 38.10 14 94.11 830470.00
15 | 36.39 15 100.00 1.00
16 28.28 Unsalect All Current Portfolio 16 0.00 2.00
17 | 25.64 17 0.00 23.14
18 | 1857 18 0.00 0.70
19 14.08 19 10.94 117
20 | 23.33 Enable Number Of Locations Constraint 7
21 26.39
A 30.31
23 | 20.03
24 15.69
25 | 19.23 Overall Preference Current Portfolio 878
26 23.08
27 | 27.46 e
28 | 38.63
29 1625
30 | 25.44
| ee———————— Save Abematives Exit

Figure 43: Graphica] User Interface used in Wor]{shop I (own illustration)

The stakeholders were able to make combinations of locations, with the objective to create
a portfolio that scored higher than the current situation. Each stakeholder had the possibﬂi’[y
to fill in their porrfolio and see how high this alternative scored. The results of this exercise
are shown in Figure 44. This shows that based on the preferences and calculations made
at that time, the stakeholders were not able to find an alternative that scored higher than
the current por’[folio. The model itself, however, using brute force calculation, calculated
what the best por’[folio is, out of all possible porrfolios. This results in an increased overall

preference score of 62.69, which is 3.94 points higher than the current portfolio.
OVERALL PREFERENCE SCORE

Current_Portfolio 58.75
Stakeholder 1 5153 (-7.22)
Stakeholder 2 32.05(-26.69)

Stakeholder_4 33.46 (-25.29)

WORKSHOP |
(19 criteria, 8 constraints)

Best _Portfolio 62.69 (+3.94)

Figure 44: results of the first Wor]{shop (own illustration)

The element of self-design in the form of creating your own ideal portfolio, is a form of
interaction that helped JtEe stakeholders to gain insi {ﬁs in the preferences Jrhey established.
One of the results of the first Workshop is that all stakeholders wanted to criticaﬂy evaluate
the values linked to each criterion. [t qppeqred to the stakeholders that some of the
‘boundaries” (least preferre& and most preferre& values) were too strict, often resulting in a

preference score of either O or 100. Therefore, the stakeholders indicated that during the

second interview, some adjustments had to be made.
A second added value to the Workshop can be found in the way the relevant values are

calculated. A discussion with all stakeholders helped in reolefining the calculation method,

which results in a different overall preference score.
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The Workshop was concluded by setting out the next steps of the process. Here, the
incorporation of scenarios in the next version of the model was expiqineoi. The stakeholders
were faced with an exqrnpie of how such calculation takes piotce, and what the output of
the model would be. When asked whether such scenarios would have an added value on
the current model one of the stakeholders expiained:

"Iniegraiing the future in the model is ceriainiy an added
value. It forces us to think better on what we find important
in a ioccziion, and how we should run our business.

Moreover, the stakeholders indicated that, even though the contracts have a length of o
maximum of 5 years, the lease is often extended, and the business units remain in the same
location for a much ionger periooi of time. Therefore, despite the importance of fiexibiiiiy,
the location needs to be suitable for a proiongeci period ol time.

Conirqoiiciory to these positive comments was the remark of one of the stakeholders that
the model could become too compiex, and difficult to comprehend for the iqyrnqn user. The
combination of the current value and a iqrge number of scenarios can be confusing, and
the way the scenarios are determined can provoke distrust in the model.

114 Interview |
During the second set of interviews, a number of stakeholders were added to the decision
group. Stakeholder_5, Stakeholder_6 and Stakeholder_7 were identified as i{ey decision-
makers and were interviewed for the second round of interviews. This resulted in 1l decision
variables to be added and one confirmation of a constraint. In total, the model consists out
of 30 decision variables, 9 ciesign constraints, and 30 location alternatives.

The interviews all started with a short recgpiiuiqiion of the previous steps of the progress
so far, and had two main objectives: ctoijusiing the input of the stakeholder if necessary (i

the stakeholder was involved in the first Workshop), and getting feedback on the process
so far. This feedback is described in chapter 12.

For the stakeholders that were otirectciy involved in the process, an Excel based visual
suppori model was ap iieoi, shown in Figure 45. This mogei shows the preference curve
that was ori inotiiy defined by the stakeholder. Next to this, on the x-axis of every grqph,
the values o?ihe 30 locations were pioHeoi, as to give an indication of the values that are
found in the available sup iy. This process can be seen as a form of both qnchoring and
nudging, two psychoiogicot terms. Anchoring is a phenomenon that the starting point of
an estimate can have influence on the estimate Tversky & Kahneman, 1974, p. 1128).
Showing the preference curve of the previous interview can lead to adjustments that are
influenced by the stakeholder's previous input.

Nuoiging on the other hand also is a form of inciireciiy inﬂuencing the choice (Thaler &
Sunstein, 2008). By showing the values of the 30 locations in consideration, the stakeholder
is indirectl uided towards a preference indication that covers (almost) all locations.
Aiihough goi%i gnchoring and nuciging can influence the outcome of the research, it was

decided to use the graphs such that the stakeholders had all information available.
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Figure 45: Visual supporting Excel model for interview II (own illustration)

In the second interviews, next to the addition of 19 variables from the new stakeholders,
Stakeholder_3 chotnged one variable and adjusted the preference points of 5 other
variables. Furthermore, the weights were redistributed over the variables. Stakeholder_4
only adjusted one variable, whi?sr keeping the Weighrs intact.

11.5 Model building
In the second model buﬂding photse, first the variables that were added and adjusted were
processed. Next to this, the scenario calculations were added to the model and the GUI was
updofed.

The addition of scenarios required some extensive rernodeHing. First the data had to be
gothered on all decision variables that were identified as horving a risk. This required a
time series oncdysis, the process of which is described in detail in A pendix B: Detailed
description of the mathematical model. Next, the results of step 7 and 8 of the procedure
were incorporated in the model. As to visualise the effect of these steps, in the GUI a figure
was otdded]ij which shows the chosen risk level. This figure is shown in Figure 46. The figure
is a cumulative distribution function, that shows the modelled time series in black. This
data was matched to a set of theoretical distribution functions, as to give an impression of
the type of distribution, and is shown in blue. The red lines represent the risk level that the
company is wiHing to accept. In this exotrnple, the risk level was set at O.5. The model then
calculates the corresponding overall future preference score, visualised by the vertical red
line, which in this exornple is opproxirnot’[ely 53.
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Figure 46: risk profi]e of the alternative as a cumulative distribution function (own illustration)

The GUI was adjusted to the incorporation of the scenarios as well Instead of olisplqying
one overall preference score, three scores are shown. The first score shows the preference
score at time f, showing how well the chosen alternative matches with the reirences at
this moment in time. A second score shows the preference score at time t+n, Wﬁ:iCh indicates
how well the chosen alternative matches with the preferences at the chosen future moment
in time. The last score clisplot s the overall preference score, which is a combination of these
two scores and the Weigh’[s etermined in step 8 of the procedure. These scores can be found
in the lower right corner of the final grotphicorl user interface shown in Figure 47.

[ JoX ) LDM-Model 2.0
Attemative Number of Selected Locations 5 o P 51.46
Selected Location Name Overall Pref. | | Selected Locations Criterion Weight | Preference | Physical Value | Unit

1 1 1 100.00

2 2 | i 100.00

| 3 3 3 0.00

| e 4 4 000

’ s s ) 5] 0.00

6 _6 63.63

| 7 L7 ] 0.00

8 _8 0.00

‘ T L9 14.81

10 10 100.00

11 11 61.66

7 Cale. Preference 12 o

13 13 70.08

14 14 100.00

15 L3157 40.00

16 | Unselect All Cument Portfolio 16 14.81

17 17 0.00

18 18 49.31

19 19 57.75

20 | Enable Number Of Locations Constraint 20 100.00

21 21 69.38

22 22 85.94

23 23 0.00

24 | chats 24 0.00

25 25 0.00

26 26 100.00

27 27 50.00

28 _28 70.83

29 29 35.00

30 | 30 0.00

N 51. 48.17
| Overall Preferance Currant Portfolio 43.70 1.15
' Overall Preference Seiected Portfofo 51.46 57.88 55.31
|
| Difference

Save Attematives Exit

Figure 47: Graphical User Interface as used in Worl{shop II (own illustration)

11.6 Workshop |l
The second workshop had once again the urpose of showing the stakeholders all chqnges
in the model, and allowing them to test ine model and to self-clesign alternatives. In the
first Workshop, the srotkeho%ders were given an Excel sheet, where all relevant data per
location was presenrecl, such that the stakeholders could get an idea of what the benefits
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of choosing certain locations where. As this was sometimes difficult to understand for the
stakeholders, the stakeholders received an interactive map of the locations, enqbling them
to select each alternative and direcﬂy see the corresponding values ploHed on the map, a
fictitious exotrnple of this can be found in Figure 48.

115

35 103 32

75 95

23
43

92
123

a2
Figure 48: Fictitious examp]e of visual feedback on the relevant values of the location alternatives (own illustration)

The stakeholders indicated that the visual feedback cer’[otinly helped them in unclerstqnding
all relevant data points. The visual feedback alone cdreqdy Eelpeol the stakeholders in
gaining insigh’[s in the data relevant for their decision. However, as the values were not
connected to a preference score and the future values were not included in the
visualisations, the feedback as shown in Figure 48 was somewhat limited. This could be
irnproved in further studies.

In the self-design process the stakeholders were able to select the alternative portfolio they
expected to best match with their preferences. Also, the model itself, J[hrough a brute force
calculation, calculated the highes{ scoring alternative. This is shown in Figure 49. The
results show that there is an alternative por{folio that scores significqnﬂy higher than the

current por’[folio.

OVERALL PREFERENCE SCORE

E g = Current_Portfolio 4871/

O & g

I 23 o o

D § £ Best Sell _design 38.40(-9.77)
ok

Z 7 o Best_Portfolio 55.31(+/14)

Figure 49: results of the second Worl{sbop (own illustration)
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As can be seen, in both workshops the stakeholders were unable to clesigrl a porrfoho
alternative themselves that scored igher than the current porrfolio. This can be explqineol
in a number of ways.

First of all, the current porrfolio has a lqrge number of locations which are clispersecl
geogrotphicotuy. This increases the preference score of a number of decision variables.
However, the current portfoho is infeasibl qccording to the constraints set forward by the
stakeholders as the number of locations is El]igher than 5. With a lower number of locations,
it is more difficult to achieve the same result.

Secondly, before mqking use of the LDM framework, the stakeholders orlreotdy had an
assumption of what the best locations for their new porrfolio would be. This assumption
was based on gut feeling, and proved to be con’[rotdicrory to their preferences stated in the
LDM-framework. During the workshops, it was found that the stakeholders had clifficul’[y
to consider other options other than ta ing their assumptions as a basis and chqnging one
or two locations at the most. As the highest scoring alternative sigrrificquﬂ deviates from
the assumed best por’[folio, the srotkeiolders were unable to select the Yhighes’[ scoring

alternative.

A third explotnot’[ion of the inot]oili’[y of the stakeholders to desigrl a better scoring alternative
compqred to the current por’[folio is in the nature of the decision variables stated by the
stakeholders. Most of the criteria were calculated on a porrfolio level, rather than on a
]ouﬂding level. This made it more difficult to comprehend for the stakeholders, as J[hey are
more used to think on a building level. This more strategic level increases the cornplexi’[
of the decision-mqking process, W ich proveol difficult to grasp for the stakeholders involveg.
This increased cornplexiry can be dealt with Jfhrough visual aid that supports the self-design
process. Al’[hough in this pﬂo’[ s’[udy such visual aid was touched upon by Visuqlising the
relevant values as a feedback in the second Workshop as found in Figure 48, a more
comple’[e visual aid with the specific urpose of qiding in the self-clesigrl process can be
developecl to improve unders’[qnding uring the self-clesigrl process.

1.7 Interview |l
The third interview consisted of two parts. First of all, the stakeholders were asked if Jthey
Qcceprecl the highes’[ scoring porrfolio alternative as the best portfoho. The stakeholders
indicated that theoretically, the results of the model were ctccep’[ed as ]oeing the alternative
that most closely reflects r{e prefererrces that were indicated. However, some stakeholders
poinrecl out that Jthey would ideqﬂy want to chqnge some of their input, rnqinly on the
Weighrs of criterion_N, and therefore to every other criterion Weighr as well. As this results
ina chqnge in preference scores, this can significqnﬂy impact the end results. However, for

the purpose of the pilo’[ stucly, the stakeholders qcceprecl the results as reﬂecring their input.

In Table 15, the optimum por’[foho as calculated by the model is cornpqred to the current
por’[folio on each of the criteria indicated, at the current moment in time only. The most
righr column shows if the rating increased or decreased over compqred to the current
prefererlce rating. What can be seen is that the oprimotl porrfoho does score lower on 4
criteria, whilst an increase can be found on 12 criteria and 14 criteria have an equotl
prefererlce score. Out of these 14 criteria, 4 have the maximum preference score in both
alternatives. Moreover, three criteria are solely focussed on future chqnge and therefore
Qlwctys have a prefererlce score of O at the current moment in time.

Table 15: Preference rating per criterion for current state and opfimal state of porﬂfo]io (own illustration)

Decision maker | Criterion Preference Preference Difference (%)
rating current rating op’cimal

por’tfolio por’tfolio

Criterion_A
Criterion_B 100.00 100.00 0.00
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Criterion_C 0.00 0.00 0.00
Criterion_D 0.00 0.00 0.00
Criterion_E 0.00 0.00 0.00
Criterion_F 45.3]1 63.63 40.43
Criterion_G 0.00 0.00 0.00
Criterion_H 0.00 0.00 0.00
Criterion_I 0.00 14.81 0
Stakeholder_3 Criterion_] 100.0 100.00 0.00
Criterion_K Omitted Omitted n/a
Criterion_L 56.09 6166 993
Criterion_ M 0.00 0.00 0.00
Criterion_N 78.55 70.08 -10.78
Criterion_O 100.00 100.00 0.00
Criterion_P 100.00 40.00 -60.00
Criterion_Q 0.00 1481 0
Criterion_R 7177 0.00 -100.00
Criterion_S 0.00 49 3] 0
Stakeholder_4 | Criterion_T 1094 57.75 497.88
Criterion_U 4991 100.00 133.05
Criterion_V 0.00 69.38 Ioe)
Criterion_ W 100.00 85.94 -14.06
Criterion_X 0.00 0.00 0.00
Criterion_Y 0.00 0.00 0.00
Stakeholder_5 Criterion_2Z 0.00 0.00 0.00
Criterion_ AA | 83.60 100.00 19.62
Criterion_AB 28.57 50.00 75.01
Criterion_AC 3713 70.83 90.76
Criterion_AD 25.00 35.00 40.00
Criterion_AE 0.00 0.00 0.00

During the second part of interview I, the stakeholders were interviewed as an evaluation
of the pﬂor study and the LDM-framework based on the evaluation interview prorocol as
shown in Appenolix D. Evaluation interview prorocol. The results of this evaluation can be

found in Chaprer 19.

11.8 Conclusions
This chapter describes the process of the first pﬂor sruoly with the LDM framework. The
pilor study had the purpose of testing the LDM framework on effectiveness. Before starting
the activities, the subject owner identified the key stakeholders and the time horizon in
question. During the interviews, the input of the preferences was gqrhered, which is
visualised in Figure 50. This was facilitated ]oy visucﬁ aids in the form of Excel models.

During the two Workshops, the model was tested through a self-design process and a brute
force calculation, which selected the alternative with the highesr overall preference score.
For the purpose of the research, the stakeholders Qccepred the outcomes of the model.
However, some stakeholders requesteol to increase the Weighrs of some decision variables
as defined during the Working. This shows that the iterative process is helpful in creating
insighr in the decision rationale. The evaluation of the pﬂot study can be found in the next

chqprer.
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Stakeholder I |Preference
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Preference

Stakeholder II

Constraint
Stakeholder III |Preference
Constraint
Stakeholder [V|Preference
Constraint
Stakeholver V |Preference
Constraint

Stakeholder VI|Preference

Constraint .:.

input gathered in first interview
input gathered in second interview

X Omitted during second interview

Figure 50: Overview of input from stakeholders (own illustration)
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12.Pilot study evaluation

This chctpfer describes the evaluation of the pilot sfudy, to find whether the framework is

evaluated posifive]y and whether the mocle?provides an added value to the current real

estate decisionfmal{ing processes. Therefore, this chgpfer answers the research question: How
e

is the LDM-framework perceiveol by the stakeholders in pracfice?

In genercd, the users evaluated the LDM-framework posiﬁvely. The users indicated that
the framework is a significotnf improvement over the current real estate decision-makin
process. The framework was applied to the actual decision-making process and the results
are used as input for further steps of the process.

The evaluation of this pilo’[ s’[udy is structured otccording the evaluation checklist oleveloped
in Chotpfer 8, which is again presentecl below.

Table 16: Evaluation checklist for decision support systems and if's deve]opmenf process, based on (c]e Visser, 2016;
Joldersma & Roelofs, 2004, Riedel et al, 2010)

Characteristic Evaluation category Resulting effect (Riedel et

(Joldersma & Roelofs, al., 2010
9004)

Participation and | Experience System acceptance
involvement (Riedel et al,

2010)

Perceived control (Riedel et | Attractiveness System acceptance
al, 2010)

Perceived usefulness (Riedel | Attractiveness System acceptance
et al, 2010)

Satisfaction with the system | Attractiveness System acceptance
(Riedel et al, 2010)

Performance of the system Effectiveness Trust in the system
(Riedel et al, 2010)

Performance rehqbﬂity of | Effectiveness Trust in the system
the system (Riedel et al,

2010)

Purpose of the system | Effectiveness Trust in the system
(Riedel et al, 2010)

Perceived ease of use (Riedel | Attractiveness System acceptance
et al, 2010)

Complexity (Riedel et al, | Attractiveness System acceptance
2010

Familiarisation with Experience Trust in the system
qlgoriﬂ'lms of the model

(Riedel et al, 2010)

12.1 Evaluating the LDM process and framework
The participation of the users in the process is considered a very important element for the
users in the acceptance of the modeﬁj. The interviews with the users helped the users to
understand how Ereference curves are determined, and allowed the users to criticaﬂy think

about the input they are provicling. As Stakeholder_1 indicated:

”Asl{ing for three, rather than one value triggers us to look
further than the opfima] solution, and makes us also consider
other options that are workable as well’

In the Workshops, the self-design element was ex’[remely helpful in the perceived control
of the model. In the first works op, a number of interesting results came forward, and the
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users were unable to select a porffofio alternative that yielded higher results than the
current porffofio. Affhough this first led to some suspicion, expfotinin the results in the
Workshop, by referring back to the preference score per decision variable and then back to
the originotf input hefped the users to understand how the model works. One stakeholder

even indicated that:

”P]czying with se]ecfing the locations he]peol me to understand
how the model works, and increases my faith in the model in
that it calculates everyfhing based on my input. However,

the model itself can be too rigiclf/

The rigidify of the model refers to the black-and-white nature of mathematical operations.
In the first Workshop, some input references were inferprefeci Wrongly by the system
engineer, as the calculation rnefhoE was not determined precisely enough in the initial
interview. When this problem arose in the first Workshop, it was considered a solvable
probfern, and actuall Eefpeof the users in uncfersfqnofing the necessity to precisely indicate
their preferences otncf]how the values should be determined. This is also reflected in the
foHowing statement, made ]oy one of the stakeholders:

“Being a mathematical model, the rigiolify of the model can
be seen as a constraint. However, it forces us to make our
preferences very eXp]icif.”

Some users indicated that the complexi’cy of the model cornpficctfes the system acceptance.
The addition of a time element next to the qfreqdy cornpfex interaction of preferences,
constraints, alternatives, Weighfs and scorings is sometimes perceived as dqunfing.

However, one stakeholder indicated that:

”Infegrafing the future in the model is cerfcrin]y an added
value. It forces us to think better on what we find important
in a ]occzfion, and how we should run our business.

The issue of cornpfexify was also noticed ]oy the system engineer in advance. This is Why
in the first workshop, it was decided that step 7 and 8 of the procedure were not taken,
and the scenarios were onl incorporqfed in the second WOIkSEOp. However, in the first
Workshop an expfqnorfion of]fhe scenarios was qfreqofy given, as to make the users aware
of this step and cﬂreotofy familiarise them with the way the scenarios are incorporctfeof in

the model.

Another stakeholder indicated that the cornpfexify of the model is a fogicqf result of the
cornplexify of the decision. In the pifof company, a fqrge number of stakeholders have to
make decisions on real estate locations. As the com any consists out of rnuffipfe entities,
conflict can arise between two entities on the preterences fhey have. This stakeholder

poinfeof out that the necessity to make the preferences and Weighfs expficify, makes the
stakeholders think of what fhey reotHy want.

The systems performance can seem quite ofotunfing for the users of the model. The large
number of alternative porffofio's (in this case, without constraints 1073,741,824) can make
it quite difficult for the users to understand what the actual result is. However, ]oy self-
designing porffofio alternatives during the workshops, the users gain experience in how one
of these alternatives is calculated. By observing the relations between the preference curves,
the preference score per decision variable and the overall preference score, the users trust
the system in that it calculates this overall preference score for every possibfe alternative.
However, one stakeholder said:
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‘It is sometimes difficult to genera]ise the input required on a
porffo]io level Some considerations such as Criterion_I may be
important on the porffo]io level, but on a smaller scale it can
be re]czrive]y less imporranf.”

This shows that the performctnce of the system is Closely thned to the input that is given.

If the input is incorrect, the performqnce of the system olrops significqnﬂy.

The model is considered by the stakeholders as an excellent supporting tool for starting the
discussion on real estate locations, forcing them to think ]oeyoncl the costs of real estate. The
process also helpeol the stakeholders in gaining insighr in the various elements of the decision
rnotking process. However, one stakeholder said:

‘It would be great if the model would be olynamic, for
examp]e chcznging the Weighfs could be reflected in real-time,
as to support the discussion during a Worl{shop even better’

This shows that even rhough the activities of the framework are laid out such that iteration
is incorporoﬁfed in the model, the 1oop of feedback and results should be shorter in order to

be more efficient. A more real-time Qbﬂi{y to chotnge the input is considered extremely

helpful,

As the model is specificotﬂy build for the problem at hand, the purpose of the system is
cﬂignecl with the actual system itself. By J[otiloring the mathematical model to the input
received from the users, the model serves the purpose of the system, whilst kee ing the
activities and procedure identical. The users understood that the model is tailored to their
requirements, which increased the acceptance of the system and therefore the effectiveness

of the system.

In the process, it was indicated by the stakeholders that it is important to qlwotys refer back
to the purpose of the frqmeworl}(]. As the framework is intended for use by any relevant
stakeholder, some stakeholders may not be involved with real estate decisions on a dqily
basis. Referring back to the purpose and explaining in genercﬂ terms how the model reaches
the conclusion helps these s’[qke%olclers to keep in mind the overall picture and gootl. As one

of the stakeholders poinreol out:

“The model he]ps in reczching a substantiated conclusion and
making an informed decision on a lot more variables than in
the current decision mal{ing process.”

The users indicated that in terms of the ease of use of the framework, two erspectives can
be taken. On the one hand, the use of the model for the users seemed to ie a quite easy
experience. By askin mulriple concrete questions during the Workshops, H’ley indicated that
the users unders’[oool%wow the model Worcf{eol, and H’ley ound it easy to select the alternative
locations and calculate the overall preference score. The use of a ci]esign interface plqyed a
significotnt role in this. However, on the other hand, one user indicated that the developmenr
of the model itself is very complex, and is not easy to use. The amount of back-end
modelling is clepenclenr on the number of preferences and the com lexiry of the qlgorirhms
that need to be created as to calculate the relevant values of eac porrfoho. However, as
the model is specificaﬂy tailored to one case, the model requires some extensive remodeﬂing
before it can be a phed to another case. This does hqmper the ease of use significqnﬂy.
However, for the Eecision-mqking process itself, the ease of use of the model is considered

gOOdﬂ
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For the stakeholders, the incorporation of risks in the framework has a lot of added value.
If forces one to think about the business and differentiate what reoiiy matters. Also, the
stakeholders indicated that the discussion becomes more strategic and pro-active, as
discussions focussed more on how the business will evolve over time. However, in the
specific case of the piioi company, the business is less linked to a location. The offices of
Engie are mostly used for preporoiory Work, which could Vir’[uoiiy be done in any pioce.
This decreases the added value of a future perspective.

When the question was raised whether the model was effective, the stakeholders
responoieoi that in the end, with enough iterations, it would be possible to come to a result.
Therefore, the model is indeed deemed effective. Also the risk analysis was effeciiveiy
represenieci in the model, and ]oroughi forward a discussion on how robust each location is
to the future and to future chonges in some of the criteria.

12.2Conclusions
Overall, the LDM-framework is evaluated posiiiveiy. The stakeholders accept the system
and trust its outcomes. The stakeholders were es ecioiiy ositive about the model forcin
them to think in very precise terms regoroiing their preé)rences. The involvement of the
stakeholders ihrough Workshops heipeoi them to get ocquorinieoi with the model and heipeoi
them in accepting the system. The model is also seen as effective in the ciecision-rnoking
process by the users, and in quantitative measurements ]oy the system engineer.

However, there are some improvements that can be made. The cornpiexiiy of the model
was mentioned by most stakeholders as a complicating factor for using the LDM-
framework. As the model consists out of 30 variables an rnuiiipie moments in time, it
became difficult for the stakeholders to understand every step of the model. This can be
rniiigoieoi by providing a detailed manual of the model and a grooiuoi expionoiion of the

model, expioining different elements at different moments in time.

Another aspect is the grophicoti representation of the model. The users indicated that
oiihough the current representation is effective, it would be heipfui to have a more visual
representation of the results. inciuoiing a map on which the locations are rendered could
heﬁjp in unoiersionciing better where the locations are. Moreover, rnoking this map
interactive, such that a criterion can be selected and the corresponding location data is
visualised (for exornpie an increased size of the location poinier for iorger ioco’[ions) can
heip the user in unoiers’[onoiing the reioiionship between the overall preference score and

the location data better.

The last main improvement that can be made is with the perforrnotnce of the system.
Aiiowing the users to make chonges in their input in real time, even if this is only in the
reference points for the decision variables and the Weighis of each variable, enables the
users to work far more efficient and shorten the time between a chonge and the results of

that ci’ronge.

The incorporation of risks in the model is seen as an added value, oiespiie the added
com iexiiy of the model. One stakeholder indicated that the future perspective elevated
the discussion to a strategic level, rather than an operoiionoi one. Even ihough in the piioi
company the location of the offices is not wver important for the operations, the
consideration of Chonges in for exompie market conditions were seen as an added value to

the stakeholders.
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PART V. DISCUSSION AND
CONCLUSION



13. The framework in perspective
The LDM-framework is deve]oped as a new iteration of the PAS clesign ap roach. This
chopfer p]oces the deve]opmenf of this research in perspective to the results ofpectr]ier PAS
pi]of studies.

13.1 Comparison of current pilot with previous pilot studies
As described in section 6.2, the LDM-framework can be seen as a further developmen’[ of
the PAS procedure. Therefore, it is interesting to consider the pﬂot s’[uoly in relation to the
other pﬂot studies. Table 17 provioles a basic comparison of the cases.

Table 17: Comparison of pilot studies; Pilot #1 (Arkesteijn et al, 2016), Pilot #2 (Arkesteijn et al, 2015), Pilot #3 (de Visser,
2016)

Characteristic Food facilities, Lecture halls, EMEA location Engie location
Delft University Delft University por’[folio Oracle por’[folio South-

of Technology of Technology (pﬂot #3) Netherlands
(pilot #1) (pilot #2) (pilot #4)
New or existing | New New Existing Existing
case
# stakeholders 4 6 1 (one person | 6 (7 people, of
representing an which two
inclusive set of people
criteria) representeol one
stakeholder)
# criteria 17 28 29 30
# constraints 6 5 4 8
# interventions | 5 11 1 1
# objects 14 18 39 30
Preference 43 58 6143 4817 (not
rating  current compliotnf with
por’[folio constraints)
Preference 96 (+53) 69 (+11) 65.88 (+4.45) 55.31 (+714)
rating optimum
alternative
Future forecast | No No No Yes (10.000
scenorios)
Modeﬂing Excel Excel Matlab Matlab
programme

What can be seen from the table above, is that the third and fourth case are similar in
complexify, which are otmbiguous in their level of complexity comporecl to the first two
pilo’[ studies. On the one hand, the number of o]ojechs has increased compored to the first
two pﬂof studies (as the number of alternatives is the number of interventions to the power
of the number of objects, as exploineol in section 9.5). These, combined with the number of
interventions, determine the number of alternatives available. However, on the other hand,
the pilot s’[udy described in this thesis only has one intervention available. This is due to
the fact that the case is based on location selection, which only requires a location to be
chosen or not. This can be seen as a reduction of the complexity of the model compqreol to
pilo’[ #1 and pﬂot #92. However, the model does reflect the real-life situation and possibﬂiﬁes.

Moreover, in the case of Engie, some other interventions where included in the model using

a detour. For two current locations, non-binding negotiations had otlreooly started prior to

the pi]o’[ stuoly. This resulted in an oﬂp’[ion for lower costs per square meter and some
e

alterations to the building. Instead of fining an intervention for this, the locations were
added to the set of objects, though with the new values.
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The number of stakeholders remained similar to previous pﬂo’[ studies, with the exception
of pilth #3. It should be noted however that in pﬂth case #3, one stakeholder represented
the different perspectives, which could still be conﬂicting. In the pﬂot study held at Engie,
cornplexity between the stakeholders had an added 1c1yer of cornplexity. First of all, the
stakeholders had different perspectives, as explqined in section 10.3. Secondly, the decision-
rnotking process involved stakeholders from two entities: Engie Services and Engie
Refrigerot’[ion. Although both part of the Engie conglornercﬁfe, they are only related to each
other on the executive level This results in each company hotving their own ernplo ees,
clients and requirements. This engendered that some criteria were stated by oth
stakeholders. This was for exarnple reflected in their size requirements for the office space.
Both stakeholders provided an individual preference for the required size. However, the
location alternatives only provide a total square meterage. The solution to this conflict was
to divide the total size o%/’[ e alternative proporﬁonqﬂy.

Cornpotred to the three previous pﬂo’[ studies, the main noveHy added in this research is the
d]oili’[y to forecast chotnges in the location characteristics and that these chdnges are taken
into account in calculot’[ing the overall preference score. This was not vet present in an of
the previous pﬂo’[ studies. [t should be noted that it was possi]ole toap %]y the PAS procedure
rnuHiple tHimes, once to the current data and once for each possible uture scenario and its
respective data. Nonetheless, the LDM framework automates this process, and takes the
necessary steps to obtain the data for the future scenarios. This improves the efficiency of
the process, and reduces the room for error in the input data. Moreover, the use of rnul’[iple
scenarios in the model requires some adaptations to the model, as to calculate a new overall

reference rating that is based on all scenarios. This is also embedded in the LDM
E’otrnework. As described in chapter 12, otl’[hough the addition of a risk otnqusis in the form
of scenario anlysis added QnotEer layer of cornplexity of the model, it was considered an

added value by the stakeholders involved:

"Infegrafing the future in the model is cerfcrin]y an added
value. It forces us to think better on what we find important
in a ]occzfion, and how we should run our business.

13.2The LDM framework in perspective of the current decision making process
In comparison to the current decision-makin process, the LDM-framework is considered an
added value. The subject owner mentioned that the model allows them to consider far more
variables than previously. The explicit nature of the model in which every’[hing is
quqnﬁfied in exact numbers, helps Jflfre users who are not faced with real estate decisions
on a dqﬂy basis to think about their preferences and requirements.

Cornpotred to the current decision-mdking process, which is more ad-hoc and rncrinly cost-
driven, the LDM-framework allows the stakeholders to make a decision that is based on
data. The stakeholder poin’[ed out that:

“The model helps in reczching a substantiated conclusion and
mczking an informed decision on a lot more variables than in
the current decision rnal{ing process.”

The LDM-framework is considered by the subject owner as a significant improvement to
the current decision-rnaking process.

133Quantifying the added value of future scenarios
The main added value of the LDM-framework in comparison to previous (PAS) rnodels, is
the incorporation of future scenarios in the decision-rnotEing process. As to test the impact of
this incorporation, a sensitivity qndlysis is perforrned on the current pilo’[ study. In this
dnqusis, the overall preference rating of the top 10 alternatives is cornpotred to the overall
preference rating, only J[dking into account current values, just as PAS. The results are

shown in Table 18.

96



Table 18: sensitivity ana]ysis of inc]uding future scenarios in the decision—rnaking process (own illustration)

LDM-framework including future LDM-framework excluding future

scenarios scenarios (PAS)

Alternative Overall preference Alternative Overall preference
score score

Alternative_076104 | 55.31 Alternative 163486 | 5198
Alternative _076206 | 54.65 Alternative_076104 | 5146
Alternative_028193 | 53.98 Alternative_163507 | 51392
Alternative _076067 | 53.51 Alternative_154293 | 5120
Alternative_076073 | 53.33 Alternative _076206 | 50.79
Alternative_163486 | 52.99 Alternative_163477 50.19
Alternative_002669 | 52.92 Alternative _076099 | 50.03
Alternative_028499 | 52.81 Alternative_154395 | 4989
Alternative_070596 | 52.69 Alternative_028193 | 49.89
Alternative_076201 | 52.65 Alternative_154256 | 49.89

T~wo J[hings can be observed from this table. First of all, the highes’[ scoring alternative
when including future scenarios has a different preference score than the highes’[ scoring
alternative exc uding future scenarios. This difference can be explotineol by the calculation
method of the preference scores. In the calculation of the overall preference score including
the future scenarios, a risk element is added. The increase in preference score shows that in

eneral, it is expecrecl that the conditions of the locations will improve, which results in a
Eigher overall preference score for the future.

The second important conclusion from Table 18, is that the 10 best alternatives are not the
same in both processes. The best alternative of the PAS design approach is at place 2 in the
LDM framework. This is because one of the locations is expected to perforrn worse in the
future than another location alternative. The highes’[ scoring alternative of the LDM
however, is found in second plqce in the PAS proceolure. This shows that the locations in
this alternative score high now, and are robust to future chotnge.

The comparison shows that incorporot’[ing risk in a preference-bqsed model does yield
different results, and can have an impact on the decision-rnctking process. In a more detailed
Onalysis, it was found that the difference between the best scoring alternative of the LDM
framework and the best scoring alternative of PAS is in one of the five selected locations.
Selection of location_0005 instead of location_0030 resulted in a higher future preference
score, showing that location_OOO5 is in a location that is more interesting to the pilo’[
company in ‘tEe future.

Table 19: Overview of selected locations for top-10 higbesf scoring alternatives (own illustration)

Alternative 1 2 3 45 6 7 8 910 11 1213 1415 16 17 18 1920 21 22 23 24 25 26 27 28 29 30
Alternative_076104
Alternative_076206
Alternative_028193
Alternative_076067

Alternative_076073
Alternative_163486

Alternative_002669
Alternative_028499
Alternative_070596
Alternative 076201

13.4Risk analysis and sensitivity analysis
In the oleveloprnen’[ of the LDM framework risk otnotlysis is used to decrease risks. Another
qpproach cornrnonly used is a sensitivity qnqusis. Risk ornodysis and sensitivity qncdysis
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are connected, but do have a fundamental difference. When a sensitivity qnqusis is
performed one considers the impact of an event unfolding. The otnotlysis shows to what
extent the performom.ce of a por’[folio is influenced ]oy an event occurring.

In risk analysis however, not only the influence on performqnce is measured, but also the
likelihood of that event occurring is taken into account. In this research, this likelihood is
determined by a time series analysis and Monte Carlo simulation. The result of this is a
cumulative distribution function, sﬁ]owing the probability a variable will be lower or equql
to the corresponoling value. A sensitivit otncjoysis can therefore be seen as only a part of
risk qnotlysis. For this reason a risk ana ysis Qpproqch was taken in developmen’[ of this

thesis.

98



14. Final conclusions and recommendations
This cnapier describes the final conclusions that can be formulated from this hybric[
research. This is done by foiiowing the structure of the report, and therefore by answering
the subfquesiions described in section 2.2. Also, the main question is answered in this
cnapier, Next to the final conclusions, recommendations for further research and
deveiopmeni of the framework is given.

14.1 Answers fto the sub-questions

This research revolves around the question of choosing the appropriate locations for one's
real estate, whilst the characteristics of these locations chqnge as time passes. These
chqnging characteristics present a risk in the ciecision-rnqking process, as it is unknown
what the future value of the characteristics will be. In order to find a solution for iqking
these risks into account in the location decision, the foiiowing main research question was
formulated: "How can risk management effeciiveiy be incorporoiieoi ina preference-borseci
location decision-rnotking process?“

First, answers need to be soughi on a theoretical level, gaining insighi in the critical
elements this research refers to. The answers to these sub-quesiions can be found below:

= What are location decisions based on and how are location decisions curren’cly
made?

Each company has their own process of mqking location decisions, each with their own
unique set of requirements and/or preferences. However, a number of common grouncis can
be found. Where a company decides to locate is mainiy dependent on the ciriving forces
of the company: what is the raison d'étre of the company an what should it pursue. These
driving forces can then be translated into location characteristics. Demogrqphics,
environmental constraints or quiiq]oiiiiy of workforce are exormpies of such characteristics.

In generai, seven overarching elements can be identified that piqy a role in location decision
motking: talent and skills (the qvoriioibiiiiy of the necessary talent and workforce), real
estate (O.VO.iiObiiiJ[y of the righi quqiiiy of real estate, in the right size, for the righi price),
clusters (otvctiiot]oiiiiy of preferred amenities in the vicinity of the location), reguiotiion and
taxations (iegoii reguiqiions that favour the business process), new visions (chqnges in the
business sirctiegy), city dynqmism (the positive or negative way a city is oieveioping), and
Qccessibiiiiy (access to your requireoi network in terms of clients, personnei, current
locations).

Location decisions are curreniiy made based on a unique combination of requirements. In
research, it is found that location decisions are often based rnotiniy on accessi iiiiy ]oy car,
representativeness of the location and qccessibiiiiy by pubiic transport.

In the case of the piioi company, real estate decisions are often made from a cost perspective,
as the focus is on a reduction of number of locations and yeqriy expenses. Tie ]}cj)cqiion
decision is made qci-i’roc, as a result of upcoming lease expirqiions. When such event occurs,
the current real estate is roughiy ornotiyseci, inciuoiing the size requirements from the
respective business units. Based on this, several alternatives are soughi in the market, and
a decision is made on where to locate.

* How can demands and preferences be quan’cified and modelled?
Demand is defined in economics as the quantity that customers are Wiiiing and able to bu
at each and every price, all other Jtiriings being unchqngeoi. It expresses what the stakeholder
wants, which in corporate real estate can be formulated as demand preferences. Preferences
are per definition subjective. The term preference refers to the iiking of a person, and can
be seen as prioriiiseci needs and requirernenis. Measuring preferences is therefore an
identification process of the needs and requirements, inciuciing a prioritisation of these
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values. Measuring preferences enables one to apply mathematical analysis and
calculations to the subject matter.

Preference measurement involves the translation from an ernpiricql system to a
mathematical model. Preference is translated into a numerical value, or a scale, which can
in turn be fed into a mathematical model.

Main difficulry in preference measurement is the principle of reflection: operations within
the mathematical system are Qpphcq]ole if, and only if J[hey reflect corresponoling operations
within the ernpiricotl system. This irnplies that only operations that can take plqce in the
ernpiricod system are a lowable operations in the mathematical system.

Preferences are rnotpped, and a mathematical model is constructed using three objects or
points. This follows from the formula used to generate a scale, nqrnely zl_;ﬁ = k. In this
formula, “the number of points in the left-hand side of this expression can be reduced from
four to three (e.g. if B=D) but it cannot be reduced to two and this imp]ies that pairwise
comparisons cannot be used to construct preference scales where the operations of addition

and multiplication are enabled” (Barzilai, 2010, p. 24).

Using these three reference points, one can construct the preference curve, that correctl
corresponds to the ernpiriccﬂ system. The curve is constructe using a Lagrange curve, whicﬁ
in’[erpolcﬁtes between a given number of polynornincﬂs. The curve can be calculated using:

(x —x)(x — x3) ) < (x — x0)(x — x3) )
*Yo + * Y1

(xp — x1)(x9 — x2) (x1 — x0)(x1 — x3)

+< (x— %) (x — x,) >*y2

P(x) = <

(xz — x0) (X2 — x1)

It should be noted that a there is a differentiation between stated and revealed preferences.
A stated preference is the identification of a stakeholder what he/she would like, whereas
a revealed preference is the observation of an action, from which a preference can be
distinguisheg These preferences could differ, and in this thesis, stated preferences

predorninoﬁfe.

= What are the recent trends and developmen’cs in real estate decision making
processes?
Corporate Real Estate decision processes involve multiple objectives, which are often also
found to be conﬂicting. Therefore, use is often made of MCDM tools. MCDA tools seek to
take exphcit account of rnultiple criteria in helpin individuals or groups explore decisions
that matter. In essence, in a MCDM process a number of alternatives are developed, which
are assessed against the criteria set, and the best alternative is chosen.

In real estate management, several MCDM models exist. In an assessment of various models
it was found that a lqrge number of models do not allow for mathematical operations,
which therefore cannot make proper use of preference measurement. As to tackle this issue,

the Preference-based Accommodation Strategy (PAS) olesign Qpproqch was developeol.

The PAS olesign ap roach, in its definitive form, is a procedure, a mathematical model
supporting the ana ysis, and a number of activities. The procedure consists out of the
foﬁ)owing steps:

Step I Each decision-maker specifies the decision variable(s) that he/she is interested in.
Sfep 2: Each decision-maker rates his/her preferences for each decision variable as follows:
a. Establish (syntheﬁc) reference alternatives, which define two points of a
Lagrange curve:
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i. Define a ‘bottom” reference alternative, the alternative associated
with the value for the decision variable that is least preferrecL rated
at O. This defines the first point of the curve (xO, yO).

ii. Define a "Jrop” reference alternative, the alternative associated with
the value for the decision variable that is most preferreol, rated at 100.
This defines the second point of the curve (xl, yl).

b. Rate the preference for an alternative associated with an intermediate
decision variable value relative to the reference alternatives. This defines the
third point of the curve (x2, y2).

Step 3: Each decision-maker assigns Weighrs to his/her decision variables. The subject owner
assigns Weigh’[s to each decision-maker.

Sfep 4: Each decision-maker determines the olesign constraints he/she is interested in.

Sfep 5: The decision-makers generate design alternatives group wise and use the design
constraints to test the feqsi]oﬂi’[y of the esign alternatives. The objective is to try to
maximise the overall preference score by finoling a clesign alternative with a higher overall
preference score than in the current por’[folio.

Sfep 6: The decision-makers select the olesign alternative with the highesr overall preference

score from the set of generqred olesign alternatives.

Firs’[cpﬂor studies of this model yieloleol positive results, finding alternative porrfohos that

suited better to the preferences stated.

= How can risk be assessecl, managecl and quan’tifie&?
Risk can be defined as the pro]oqbﬂiry of an event occurring times the rnctgnirude of loss or
gain. A significqn’[ distinction can be made between risks and uncertainty. Risks is when
an outcome may or may not occur, but its probot]oili’[y of occurring is known, whereas
uncertainty is when an outcome may or may not occur, but its probqbﬂi’[y of occurring is
not known.

Risks are rnqnqged by first conducring a risk otncﬂysis, idenrifying the risk and assessing it.
Then, the respective manager is able to respond to the risk and control the risks. quaging
risks can in generql be done by Jrctking one of four control measures: qvoiding the risk,
reolucin? the risk, Jrrctnsferring the risk or accepting the risk. This is dependent on the

probqbi ity of an event occurring, and the impact it can have.

The first step of risk management is the identification of the risks. For this, a 1otrge number
of tools are available, but it is found that often stakeholder help and previous experience
are used as a basis for risk identification. This is rnorinly due to the ease of access of these
resources.

Risk qnqusis can be done in two ways: quantirqrively or quqlitqrively. The deanrqge
over a quantitative ctncdysis cornpqred to a qualircﬁtive ctncdysis is that a quantitative
otnotlysis is more objective, and enables one to create a robot]oili’[y curve of an event. This
way, more detailed knowledge is gotined on the pro]oqbiiry of an event occurring, enthng

the manager to better respond to the risk.

Risk ctnodysis can be done ]oy using a forecastin erchnique. A lqrge number of forecotsting
Jrechnio[ues exist, of which an overview can be found in Table 20.
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Table 20: Overview of forecorsiirig iechniques (own illustration based on (Armsfrong/ 2001, Chambers et al, 1971))

Category Qualitative techniques Time series analysis Causal methods
Basic Input- Life-
Delphi market Panel Scenario Moving Trend Regression Econometric output cycle
Technique method research consensus planning average Box-Jenkins projections models models models analysis
Not
accuracy Good Fair Good Fair Poor Very good Good Very good applica Poor
timeliness in
providing
forecasts Very good Fair Good Good Poor Very good Good Good Very good Fair
Depends on Depends on
accessibility accessibility
flexibility experts High experts High High High High Low High Low Medium
ease of use High High High High di di di Low Low Low Medium
incorporating
judgemental Only as an Only as an Only as an Only as an
input Yes Yes Yes Yes extra step extra step extra step extra step Yes Yes Yes

For the research, use is made of Box-Jenkins time series qndiysis. A time series is a set of
observations %, each one being recorded at a specific time t. quing use of historical data,
a prediciion is made of future deveiopmenis of the variable. The available observed
historical data is first represenied as a realisation of the process

Xe=my+s.+Y,

where m; is a slowl chdnging function, known as the trend component. s; is the seasonal
component, with a inown period d and Y; is a residual random noise component that is
stationary. A process can be called stationary if:

(3) E[X.] = p is independent of t
(4) Cov(X¢1n Xe) is independent of t for each h

Through a large series of statistical tests (ACVE, ACF, PACF, ADF, BIC, see Section 7.8 and

Appendix B for a detailed descripiion) and simulations, an autoregressive iniegrdied
moving average (ARIMA(p,D,q)) process is fitted to the historical data, as to cioseiy reflect

the historical process. The resuliing model is a mathematical process, that can be written in

the form
q
QX + z 0

i=1

Xt:C+€t+

14
i=1

Where ¢ is a constant value, & is white noise, pis the autoregressive order, q the moving

average order and @; and 6; are the parameters of the model.

The mathematical process can be used to define the future value of the variable. However,
a point forecast, which is often given, does not give the required insighis for a risk dnqiysis,
as it does not provide a probq iiiiy curve for the risk occurring. As a solution to this, a
Monte Carlo Simulation can be dppiied to the model In the Monte Carlo Simulation, the
residual white noise component is simulated a idrge number of times, mdking use of the
probqbiiiiy distribution function identified from the historical data from the same variable.
The Monte Carlo simulation draws a random number from this probqbiiiiy distribution
and qppiies this to the time series model. This process is repeqied for a idrge number of
times, crediing various scenarios. By means of a hisiogrqm, a probq]oiiiiy curve can be
abstracted from these values.

* How can risk be incorpora’ced in a preference-basecl location decision-making

?

process!
As a basis for a preference-based decision-mdking process, use is made of the Preference-
based Accommodation Sirqiegy (PAS) design otpproach. The procedure provides a good
basis for incorporating risks in such decision-mdking process. The model is built on the three
levels of roriiondiiiy in decision-making: substantive roriiondiiiy, procedurorl rotiiondiiiy and
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structural roiionoiiiy. The deveioped framework is named the location decisiori-rnoi{ing

(LDM) framework.

The procedure of the PAS design O.ppIOO.Ch was chonged in a number of pioces. The new
procedure can be found in Section 9.3 and 14.2.

= Step 4 (addition): in step 4, risk identification is iricorporoied in the procedure. This
can be done either by the decision makers or ioy (external) experts.

= Step 6 (addition): step 6 is meant to ciotrify the fiexiioiiiiy of the framework, and
expiiciiiy asks the decision-makers which alternative locations next to the current
locations in the porifoiio should be included.

»  Step 7 (addition): in this step, the risk acceptance level is defined. The decision-
makers jointly decide on the level of risk ii'iey are vviiiirig to accept. This is necessary
for the rnodeiyio be able to decide which locations are considered too much of a risk.

= Step 8 (addition): the framework is adapted such that two time periods are
considered. As to come to a decision, the model requires input on how important the
future rating is compored to the preference rating of the current time period. Siep 8
asks this question.

= Step 1l (adaptation): in the last step of the procedure, a siigiii alteration is made, by
incﬁiding the need to take into account the insigiriis of the risks of porifoiio

alternatives in the decisiori-rnoi{ing process.

= How can clecision-making tools be evaluated?
Decision support systems are tools that allow users to make cornpiex decisions ]oy uiiiising
data Jtiriroug models to solve semi-structured and unstructured problems. This impiies that
an interaction between humans and the model is necessary. Ti?\is interaction is critical to
the effectiveness of the model, as rejection of the model by the users results in the model not

]oeirig used at all.

Decision-rnoti{ing tools can be evaluated on two main effects: system acceptance, and trust
in the system, and can be evaluated using four categories: (1) experience with the system,
(2) attractiveness of the system, (3) participant’s erceived effectiveness of the model, and
(4) observer's perceived etfectiveness of the modei.)

Experience with the system can be goiried ihrough user participation and involvement in
the (deveioprnerii) process of the system. It creates an understan ing of the system, reducing
the chance of rejection of the system. The experience with the system can be observed in
several moments of interaction, and in an evaluation interview with the stakeholders.

Attractiveness of the system refers to whether the users like the method that is used and
whether iiiey feel comfortable using it. The users should have a iiigiri perceived control and

perceived usefulness of the model. This again can be evaluated in an interview with the

stakeholders.

Poriiciporii's perceived effectiveness of the method is a category that concerns the perceived
added value of the method on the outcomes of the process. In research, it is found that often
this category is cioseiy linked to the attractiveness of the method, rather than to the quoiiiy
of the results.

Therefore, the last category is the observer's perceived effectiveness of the model. The
observer can make use of quantitative tests as to test the effectiveness of the method. In the
case of the LDM-framework, effectiveness can be evaluated for this category by testing
whether the model can find an alternative porifoiio that is better diigried with the business
strategy. Moreover, the added value of incorporating risk in the preference-based location
decisiori-rnoi{ing process can poriiy be tested ]oy comparing the results of the LDM-

framework to a version that does not take into account the scenarios.
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= How is the method perceived })y the stakeholders in prac’cice?
The LDM framework is seen as an added value in the real estate decision-moking process.
EXperiences with the system showed that the stakeholders liked the active involvement in
the process, testing an refirling the model. Also the possi]oiiiiy of seif-design enhanced the

experience with the model for the stakeholders, resuiiing in higher system acceptance.

The stakeholders saw the system as attractive, as J[hey indicated ihey felt comfortable using
the system. A critical note iere however is that it was difficult for some of the stakeholders
to comprehend the time element in the model. A detailed expionorion of especiotiiy these

steps is vital in creating system acceptance and trust in the system.

The framework is considered to be effective, in the sense that the stakeholders qgreed that
the model helps them in cornpiex cases, where muiiipie criteria are relevant. The
transparenc OF the model is perceived to be beneficial in this, as the link between the
results and the input is visible and the decision-moking process is rational. The stakeholders

ogreed that the results cornpiy with their preferences stated.

Incor orating risk in the framework yieided ositive results, despiie the increasing
com ]ioexiiy of the model. One stakeholder ind:i)coied that the discussion during the
wor shops was on a more strategic level than rlorrndiiy would be the case, as chotrlges in
for exornpie economic conditions were suddeniy of imporionce as well.

From an observer's perspective, the framework is also perceived effective. In the first
Worksi’iop, the model was able to find an alternative with a higher overall prefererlce score
compored to both the current porifoiio and the manual segieciiorl of the stakeholders.

Moreover, the use of the model heiped the stakeholders in ihinking about more factors than
ihey originoiiy did.

14.2Answering the main research question
The main research question of this research is: "How can risk management effecﬁveiy be
incorporafed in a preference-based location decision-making process?"

The Location Decision-Mdking framework, oppiied in the piioi siudy conducted during this
reseotrch, is an effective decisiorl-rnoking process, which incorporoies the risk of chonging
location characteristics in a preference-]oosed location decision-moking process.

The LDM-framework is an ddopioiion of the PAS desigrl qpprootch. This o prootch wWas
used as a foundation, on which some alterations were made to incorporate ris O.l’lO.iYSiS in
the process. The LDM-framework consists out of three piiiors (procedure, activities and
modei), which are expioined below.

Procedural rai’ionalii'}r. the procedure
The procedure of the LDM framework consists out of 10 steps the involved stakeholders

need to take, as to compie’[e the entire decision-moking process:

Step I Each decision-maker specifies the decision variable(s) that he/she is interested in.
Siep 2: Each decision-maker rates his/her preferences for each decision variable as follows:
a. Establish (syniheiic) reference dﬂernoiives, which define two points of a

Lagrange curve:
i. Define a "bottom” reference alternative, the alternative associated with
the value for the decision variable that is least preferred, rated at O. This
defines the first point of the curve (xO, yO).
ii. Define a "top” reference alternative, the alternative associated with the
value for the Eecisiorl variable that is most preferred, rated at 100. This
defines the second point of the curve (xl, yl).
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b. Rate the preference for an alternative associated with an intermediate decision
variable value relative to the reference alternatives. This defines the third point of
the curve (x2, y2).
Step 3: Each decision-maker assigns Weighrs to his/her decision variables. The subject
owner assigns weights to each decision-maker.
Sfep 4: Eac decision-rnoker/expert indicates for each decision variable whether there is a
risk that the value of the decision variable will chonge over time.
Sfep 5: Each decision-maker determines the design constraints he/she is interested in.
Sfep 6: The decision-makers define the locations in consideration other than the current
locations in the real estate portfolio.
Step 7: The decision-makers ]'oinﬂy decide on an otccep’[or]ole risk, formulated as a
pro obﬂi{y level between O and 1, that the alternative will not take a value lower than
the corresponding preference score.
Step 8: The decision-makers ]'oinﬂy assign a Weigh’[ to the current and future overall
reference score of the por’[folio.
Sfep 9. The decision-makers generate design alternatives group-wise and use the design
constraints to test the feosi]oﬂi’[y of the design alternatives. The objective is to try to
maximise the overall preference score ]oy finding a design alternative with a higher
overall preference score than in the current situation.
Sfep 10: Use an odgoriﬂ’rrn to yield an overall current and future preference score and one
overall preference score.
Step II: The decision-makers decide group wise based on the overall preference score of the
alternative portfolios and insigh’[s in the risks of these por’[folios.

What can be seen, is that risk identification is incorporoted in the procedure. In step 4 of
the procedure, using stakeholder help and interviews, the variables that O.CJEU.O.HY have a
risk are identified. Moreover, in step 7 and 8, the stakeholders are asked how important
Jrhey think the risks are in the decision-rnoking process.

Structural rai‘iona]ii'y: the activities

The steps of the procedurol rot’[ionolity are taken in a number of activities: three interviews
and Workshops, that alternate in the pattern [[W-I'W-I, as did the PAS design opprootch
(Arkesteijn et al, 2015). The interviews are held individually per stakeholder, where in the
first interview, the first six steps of the procedure are followed. In the first workshop, the
model is tested, and the stakeholders ]'oinﬂy take step 7 and 8 of the procedure. Interview
2 provides the opportunity for the stakeholders to make amendments to their input
provided in the first interview. The second Workshop presents the updo’[es made to the
mathematical model, resuHing from the second interview, and shows the best alternative.
The third interview is used as a confirmation that the alternative that is calculated as the
best alternative, is indeed the occepted alternative. If this is not the case, the stakeholders

are able to odopr their input once again, and a third Workshop is necessary.

Substantive raﬁonalii‘y: the mathematical model

The mathematical model is the supporting tool for the location decision rnorking. The model

serves the purpose of deterrnining the preference rating per criterion for a set of potential

future porrfolio alternatives. Also, the model is able to provide a Weightedp overall
reference rating for each possible future porrfoho, both given the current moment and a
uture moment in time.
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The model is structured Qccording to the scheme presen’[ed in Figure 51

INPUT THROUGHPUT QUTPUT
PREFERENCES | ): CALCULATE ! I CALCULATE ! PREFERENCE
RefP_Criterion | PREFERENCE | 'OVERALL  F — > VALLE

| RATING | PREFERENCE , CURRRENT
o A | Pref_Criterion | | RATING FOR
LOCATION DATA | CALCULATE FUTURE RANGE . | EACHTME 1 ) SEEUFEQENCE
S e < Dy ~ > PERIOD 1
) C o1 r ,(, [ e =
LocData_Criterion : IL 1_5_ l_rfiuin __________ J| : : : Prof. Overall : FUTURE
b ___ i _______ [ | | |
v } : : | : PREFERENCE
|y DETERMINE RELEVANT VALUE | _ | . L _ > VALUE
I 1 Val_Criterion | 1 | | | OVERALL
| L e e e e e e e e e e e o — — — 4 = = = = = — 4 | |
I r——--—-"----"--"-=-=-== l re==-=-=-=-= nl I I
|
L' CREATE ALTERNATIVES | _ 5 CHECK : | |
| Alternatives | . FEASIBILITY : | |
L= == == - | [sFeasible | | 1
1 15577 1
r—-=—-—=- - - -"=-"=-=-"=-=-=-=-=-= A | | feasrlbfe |
CONSTRAINTS _ » CALCULATE CONSTRAINT VALUE} _ | | |
Con_Name | Cale_Con_Name | 1 | | |
L e e e e e e e e e e - - = - 4 L e = = =4 | 1
| | ]
I
CRTERAWEIGHTS | o )} |
Crit_ V\/elghrs : Infeasible | 1
\4

ALTERNATIVE INFEASIBLE

Figure 51: principa] structure of the model (own illustration)

The input is retrieved by ’[Qking the steps from the proceclure, when the activities are
comple’[ed. These are fed into the model, where it generates the relevant values for each
preference. These values are both calculated for the current moment in time and a lqrge
number of scenarios.

The values are used to check whether the selected por{folio alternative is feasible or not,
]oy comparing these values to the constraints. If the alternative is feasible, the preference
rating is calculated, by using the preferences stated in the interviews, and the relevant
values calculated. By using weights, an overall preference score for both the current
moment and each scenario can be calculated.

The future preference scores are ranked in an cumulative distribution function, which shows
that given a certain value X, the pro]oct]oﬂity that the alternative will score a preference
score equotl or higher to this value, is y. By using the input of step 7 of the procedure, for a
determined pro]oq]oﬂity level all preference scores can be ccdculot’[ed, as visualised in Figure

52.
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Figure 59: inverse cumulative distribution function, with an assessment of alternatives based on a probabi]iry level of
50% (own illustration)

The model calculates an average overall preference score of each alternative, based on the
current overall preference score and the calculated future preference score, and the weigh’[s
determined in step 8 of the proceolure. The alternative that has the highest average overall

preference score, is selected as the best portfolio.

A ﬂOWChO.IJ[ Of Jthe frqmework can ]oe fOUl’l(i in Figure 53.
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Figure 53: Flowchart of the framework (own illustration based on personcd communication with Arkesteijn)
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14.3 Limitations to the research
The research has some limitations where it comes to the professiondl O.pphCOJEiOIl of the
LDM-model. First of all, the dVdﬂq]oﬂiry of data is a concern cﬂwqys present in such models.
As mathematical models cﬂwqys follow the qddgio \qu]oqge In is Gdrbdge Out, high
uality research data is required. In the pﬂor study, it became clear that some data is
ifficult to obtain. Professional dpplicqrion is therefore limited to hdving proper data.

Types of locations

An important limitation to the LDM-framework is the number of types of locations in the
model. In the event of an dnqusis of a lqrge number of locations, are of a different type,
often a ldrge number of different interests should be taken into account in the rnod)el.
AHhough the number of interests or preferences in the model is not limited, these interests
can be so specific for part of the real estate, that it can be difficult to model the entire

process.

Processing power

Another possible limitation to a phccﬁtion of the LDM-framework, is the rocessing power
required. As the mathematical model calculates a preference score g;r each possi]ole
alternative, the workload quickly becomes ldrge. In the pﬂor srudy, 30 locations were
selected, resulring in 2730 = 1073,741,824 possible combinations of locations, not Jtctking into
account constraints. Each alternative receives 10.001 overall preference scores (10.000
scenarios and the current overall preference score), resulring in 10,738,491 981,824 scores. As
one can assume, this requires vast amounts of processing power. In the pﬂor srudy, it was
possible to make use of the high-iowered computing clusters offered by the Delft Universi’[y

of Technology. However, it can be difficult to have such ccﬂculdring power.

Utilisation po’cen’cial

For the utilisation porenridl of the model, it is helpful to make a (ldrge)predeﬁned set of
preference variables, from which the stakeholders can choose from. This reduces the
programming time required for each time the model is build. Moreover, it becomes easier
to obtain the relevant data, as part of the preference variables is known in advance.
However, the stakeholders should at all times be able to define their own list, which can
be a combination of part of the predefined variables and other variables rhey deem
important.

Such predefined set can be made per sector, who often have overlorpping preferences. The
developrnen’[ of a database with supply data, specificqﬂy build for each sector, can speed
up the process si nificqnﬂy, and allows for a ldrge number of alternatives to be considered.
However, one sEould cdwotys take into account that the model is tailored to the specific
requirements of the company, and therefore will cdwotys require some dddprdrions.

Use of Lagrange curves

In the translation of preferences from the ernpiricotl system to the mathematical model, use
is made of the Ldgrdnge curves, As explqined in Section 5.3. However, as explolined by
Binnekamp (2010, pp. 101-104), a Lagrange curve can take negative values: ‘Lagrange

po]ynomia]s oscillate between their roots (knots), therefore fhey can take negative values.

[...] which is not what the decision maker intended, making the Lagrange curve not a
suitable representation of the decision variable value - preference rating curve’
(Binnekdrnp, 2010, p. 102). In this pﬂor study, it was found that the opposite can also hold
true, where values Eigher than 100 were observed, even Jthough the most preferred value
was not reached yet. This effect is due to the same pro]olern as described above, due to the
pol nomial osciHotinng between their roots. This limitation is also found in pilo’[s with the
pre e)rence-bdsed accommodation strategy models (Arkesteijn et al, 2016, 2015; de Visser,
2016).

Binnekdrnp however indicates that the use of a cubic Bézier curve can mitigate this

limitation (Binnekamp, 2010, pp. 104-110). This is because instead of fitting a curve through
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three points, the Bézier ap roach requires the decision maker to construct the curve
him/herself. This is done ]oy efining four points. Two points are the end points (Xo,yo) and
(x3,v3). Two other points, (X1,y1) and (Xg,yg) are the control points. The control points are
used to control the curve's slope. T ey only serve to shqpe the curve and do not represent
decision variable values and associated preference rqrings. This Qpproqch is shown inFigure
54, Using the control points, the allowed variable values can range between xo and x3,
and the preference ratings range between Yo and Y3, resulring in a correct representation
of the preferences in the mathematical model.

T T T T T T
100 - (15,100) 4

Preference rating (-)

{40,0)-

1 1 1 1 1 1
10 15 20 25 30 35 40 45
Investment (billion $)

Figure 54: Investment variable value vs. preference rating by means of a cubic Bézier curve (Binnel{crmp, 2010, p. 1)

The choice for a ngrqnge curve instead of a cubic Bézier curve is based on two factors.
First of all, the limitation of a ngrqnge curve only presents itself when the third reference
point is located far from the strqigh’[ line that could be drawn between reference points
(Xo,yo) and (Xg,yg). When the third reference point (X1,y1) is close to this strqigh’[ line, the
Lotgrornge curve serves as a sufficient otpproxirnoﬁfion of the ernpiriccd preference values.
Secondly, for the construction of a Bézier curve by the decision maker can be pqr’[iculquy
cornplex and can take a long period of time. Binnekamp describes a solution to this increased
cornplexity, ]oy incorporating a grqphicql interface such that a decision maker can VisuqHy
find a Bézier curve Jiqr approximates the relation between decision variable values and

reference ratings (Binnequnp, 2010, p. 122). However, the developrnen’[ of such interface
is beyond the scope of this research. As to sirnplify the procedure, it was chosen to use a
Lagrange curve.

Requiremen’c of external stakeholder

The incorporation of risks in the framework requires that the risks are identified. FoHowing
from literature described in Section 7.7, these risks can amongst other possibﬂiries be
identified using stakeholder interviews and expert opinion. As the stakeholders involved in
the decision-rnqking process could poren’[iqﬂy not be aware of the risks of all criteria, the
involvement of risk experts can be a necessity. The use of such an external stakeholder can
limit the use of the model, as qccessibﬂiry to such expert can be limited.

14.4Recommendations for further research
This research comprises of the developrnenr of a framework and a first pﬂor s’[udy with the
LDM framework. In future research, the framework can be tested in other pﬂor studies, as
to validate the conclusions from this research. Next to this, some other recommendations
can be made.

Op’cimisa’cion of the mathematical model and making the model more clynarnic

The mathematical model now requires significotn’[ cornpurotrionotl power to come to a
solution. This is mainl broughr forward by the 1otrge number of locations and scenarios.
The use of a high-per%]orrnqnce computing cluster was necessary to be able to come to a
solution. In future research, the mathematical model could porenriqﬂy be opﬁrnised,
reolucing the needed cornpu’[oﬁfionql power. This could be in the form of optimisations in the
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code, or ]oy rewriting the model in a cornpuiaiionoi ionguage better suited to these types
of caleulations.

Furthermore, the stakeholders in the piioi siuoiy indicated that it would be heipfui if the
model could be used in a more oiynornic way. During the workshops, from the discussions
it followed that sometimes ooioipioiions in the weighis of the decision variables were
necessary. However, in the current model, it is difficult to choinge this quicki . A more
dynornic model, where the results of these chonges are shown instantaneous, can eip speeoi
up the process, and makes the oiecision-rnoking process more efficient. It should be noted
that in one of the eoiriy versions of PAS, the model was indeed oiynornic (Arkesteijn &
]fiinnekornp, 2014). However, in the translation to a Matlab model, the oiynorniciiy was
ost.

Visual support of the model

In oppiicoiion of the model, it was found that users sometimes found it difficult to full
understand the model. This can be improved ioy adoiing more visual support to the rnooiei/.
inciuoiing a map on which the locations are rendered could heip in un ersioinciing better
where the locations are. Moreover, rnoking this map interactive, such that a criterion can
be selected and the corresponding location data is visualised (for exarnpie an increased size
of the location pointer for iarger locations) can heip the user in unoiersianoiing the
reioiiionship between the overall preference score and the location data better.

Tes’cing the model back in time

An interesting test for the coipo]oiiiiy of the model to determine the future values, is to test
the model on a case that lies in the past. This way, the future values that come out of the
model can be cornpareoi to the actual values, as to test whether the model approximates
the oieveioprnenis correciiy. Moreover, it can be determined whether the decision that was
made is the correct decision oiccorciing to the model.

Subs’ti’cu’cing the Lagrange curve for a graphically suppor’cecl Bézier curve

An important recommendation for further oieveioprneni of the framework is to substitute
the Lagronge curve for a cubic Bézier curve, as described in the limitations. This approach
better approximates the ernpiricoi system. It should be noted however, in order to not
increase the cornpiexiiy of the framework, the substitution should be occornponieci ]oy a
gra hical interface, which allows the decision-maker to quickiy determine the curve

without much ciifficuiiy.

Re-assessment of tool for risk analysis

In this research, Box-]enkins time series rnooieiiing was used as a tool for risk anoiiysis. This
was done as the result of a comparison of various iechniques. However, being a piioi siuoiy,
factors such as irnpiernenioiion costs, Maintenance costs and Ease of irnpierneniaiion were
not considered. A new assessment on the various risk analysis iechniques available where
these factors are included could yieioi different results. For the utilisation poieniiai, this is an
interesting topic to research.

m
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APPENDICES



A. List of key performance indicators
The foﬂowmg list shows a list of key performqnce indicators (KPTI's) in real estate. This list

can be used an overview of the most common KPI's, which translate demand in measurable

varia b 1 es.
Criterion / measure Literature reference Category (by author) y (based on Den Heijer, 2011)
Threat of ghdoud, 2013 push factor g risk
Length of lease terms Lindholm and Gibler, 2005 in Riratanaphong, 2014 Organisational development trolling risk
Physical condition of facilities Lindholm and Gibler, 2005 in Ri pk 2014 Organisational develog lling risk
Time used in project versus time budgeted for
the project Riratanaphong, 2014 Organisational devel lling risk
CRE inegrated with HR strategies Lubieniecki and Desrocher, 2003 in Rirat h 2014 Productivity lling risk
Contaminated sites ¢ BCBC, 2003 in Riratanaphong, 2014 Eavi tal bility trolling risk
Actual extra occupancy cost versus predicted
cost Massheder and Finch, 1998 in Ri ) 2014 Cost ffici lling risk
Technical condition of install Appel-Meulenbroek and Feijts, 2007 11 lling risk
Lease term Verhoeff, 2014 Liabilites trolling risk
Technical condition of space Zaghdoud, 2013 push factor / pull factor lling risk / d ing costs
Price of land Zaghdoud, 2013 pull factor ! costs
Budget RPS, 2003 in Rirat h 2014 Financial health ! costs
Return on property t Statsbygg, 2003 in Riratanapk 2014 Financial health decreasing costs
Result before finance costs as percentage of
invested capital per year Statsbygg, 2003 in Rirat h 2014 Financial health ! costs
Total income from lting and pl; Statsbygg, 2003 in Ri phong, 2014 Financial health ! costs
Hagarty and Wilson, 2002; Kaczmarky and Morris, 2002;
A dation usage RPS, 2003 in Rirat } 2014 Org 1 devel, ! costs
Statsbygg, 2003; Lindholm and Gibler, 2005 in
Area leased as p ge of total area Riratanaphong, 2014 Organisational devel ! costs
Perosntage of space ccupied Nourse, 1994; Bdeir, 2003 in Riratanaphong, 2014 Organisational development__|d g corts
Gross floor area per usable floor area Massheder and Finch, 1998 in Rirat hong, 2014 Organisational devel t  |d costs
Space supply and demand ratios RPS, 2003 in Riratanaphong, 2014 Organisational development _|decreasing costs
P. tage of surplus assets sold Lindholm and Gibler, 2005 in Ri pk 2014 Organisational devel d ing costs
Effective utilisation of space Hinks and McNay, 1999 in Riratanaphong, 2014 o tional development__|d g costs
Number of workstations per employ Lindholm and Gibler, 2005 in Riratanaphong, 2014 Org | devel t |d g costs
Hngorfy and Wilson, 2002; CSA, 2006; BCBC 2003; RPS, 2--
Vacancy rates indholm and Gibler, 2005 in R 2014 o 1 devel ) costs
\Employees housed GSA, 2006 in Riratanaphong, 2014 Organisational development |decreasing costs
Arthur Andersen, 1993; Nourse, 1994; Massheder and Fitch,
1996 Bdeir, 2003; Lindholm and Gibler, 2005 in
Square feet per employee pk 20]4) O | develop d costs
Total square feet employees housed GSA, 2006 in Riratanaphong, 2014 Org tional develop d costs
Avea managed/employee BCBC, 2003 in Riratanaphong, 2014 Org 1 devel d g costs
Time wasted with interruptions (due to open
space layour Rirat h 2014 O | devel d costs
Absentee rates by buildings Massheder and Finch, 1998 in Ri; } 2014 Productivity decr g costs
Arthur Andersen, 1993; Nourse, 1994; Bon et al. 1994;
Massheder and Fitch, 1998; Bdeir, 2003 in Riratanaphong,
Oscupaney cost per square foot 2014) Cost efficiency d g costs
Arthur Andersen, 1993; Massheder and Finch, 1998; Bdeir,
Oscupancy corts pes employee 2003 in Riratanaphon, 2014 Cost effici y g costa
Occupancy cost as a % of operating revenue by
building or business unit Arthur Andersen, 1993; Bdeir, 2003 in Riratanaphong, 2014) |Cost effici | costs
Occupancy cost per dollar or per unit of
revenue Massheder and Finch, 1998 in Riratanaphong, 2014 Cost officiency decreastng costs
Occupancy cost per seat Nourse, 1994; in Riratanaphon, 2014 Cost efficiency decreasing costs
Occupancy cost per cust Bdeir, 2003 in Riratanaphong, 2014 Cost efficiency d ing costs
Occupancy cost per sales or turnover Riratanapk 2014 Cost effici d costs
Occupancy cost per business unit Rirat h 2014 Cost efficiency ! costs
Building Occupancy Charge savings to
customers Riratanaphong, 2014 Cost efficil d costs
Lease costs per square metre Riratanaphong, 2014 Cost effici d costs
Total annual building cy charge BCBC, 2003 in Riratanaphong, 2014 Cost cffmency ! costs
Cost of services and resources NEN 2748 in Ri phong, 2014 Cost effi Y d costs
External facilities costs NEN 2748 in Riratanaphong, 2014 Cost efficiency d costs
Costs per square foot (owned/leased) GSA, 2006 in uueenophong, 2014 Cost efficiency d costs
Costs per CRE employee Bdeir, 2003 in R 2014 Cost effici ! costs
Operation cost/square metre Statsbygg, 2003 in Rirat h 2014 Cost effici ! costs
Maint cost/square metre Statsbygg, 2003 in Riratanaphong, 2014 Cost efficiency d costs
Different costs per square metre such as energy
i NPB, 2003 in Riratanaphong, 2014 Cost effcency decreasing costs
Cost of leased vs. owned inventory Hagarty and le:on, 2002 in R phong, 2014 Cost effi d costs
Total poject cost in relation to budget Slchbyg, 2003 in Riratanag 2014 Cost efficiency ! costs
Number of moves per year tanaphong, 2014 Cost efficiency d costs
Cost of under utilized space Rirat h 2014 Cost effi d costs
Worplace dards in use Ri pk 2014 Cost effici ! costs
Cost of versus returns Massheder and Finch, 1998 in Ri phong, 2014 Cost efficiency ! costs
Holding costs per year Massheder and Finch, 1998 in Rirat ) 2014 Cost effici decreasing costs
Total amount of square metres Appel-Meulenbroek and Feijts, 2007 Buildin decreasing costs
Standardisation of elements Appel-Meulenbroek and Feijts, 2007 Building decreasing costs
Controlling possibilities of installations in
general Appel-Meulenbroek and Feijts, 2007 Installati d corts
Logistic inf: Appel-Meulenbroek and Feijts, 2007 Accessibility ! costs
Layout of lettable floor area NEN 8021:2014 Space utilisation ! costs
LFA per FTE Verhoeff, 2014 Building quantity ! costs
Employee mhsluchon
Quality of indoor envi t Kincaid, 1994 in Rirat h 2014 (stakeholder perception) improving quality of the place
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Noise level

Kincaid, 1994 in Riratanaphong, 2014

Employee satisfaction
(stakeholder perception)

Employee satisfaction

improving quality of the place

Ratio of office space to common areas Luk iecki and Desrocher, 2003 in Ri ph 2014 |(stakeholder perception) improving quality of the place

Quality of facilities Lindholm and Gibler, 2005 in Ri } 2014 O | devel improving quality of the place

Number of building quality audits Lindholm and Gibler, 2005 in Ri phong, 2014 Org | devel improving quality of the place

CRE unit quality Lindholm and Gibler, 2005 in Ri pt 2014 Org | develop improving quality of the place

Building Orientati Appel-Meulenbroek and Feiits, 2007 Buildis improving quality of the place

Amount of glass in fagade Appel-Meulenbroek and Feijts, 2007 Building improving quality of the place

Detailing of el ts and t Appel-Meul k and Feijts, 2007 Buildi p: g quality of the place

Expositi tation and climate Appel-Meulenbroek and Feijts, 2007 E; tal infl pi g quality of the place

Orientation within the building NEN 8021:2014 Accessibility improving quality of the place

Experi of light in the building NEN 8021:2014 Comfort improving quality of the place

Amount of natural light in building NEN 8021:2014 Comfort improving quality of the place

Internal air quality NEN 8021:2014 Comfort improving quality of the place

External air quality NEN 8021:2014 Comfort improving quality of the place

Ability to cool building NEN 8021:2014 Comfort improving quality of the place

Ability to heat building NEN 8021:2014 Comfort improving quality of the place

External noise NEN 8021:2014 Comfort improving quality of the place

Internal noise NEN 8021:2014 Comfort improving quality of the place

Materials forms and colours of floor Appel-Meulenbroek and Feijts, 2007 Floor improving quality of the place / supporting culture

Expansion p ial REN 2003 in Vermeer, 2007 Flexibility i flexibility

Flexibility REN 2003 in Vermeer, 2007 Flexibility increase flexibility

Vertical zoning REN 2003 in Vermeer, 2007 Flexibility increase flexibility

Space with deviating weight capabilities REN 2003 in Vermeer, 2007 Flexibility increase flexibility

Unit size REN 2003 in Vermeer, 2007 Flexibility increase flexibility

Size per floor REN 2003 in Vermeer, 2007 Flexibility i fl ty

Ability to grow within building REN 2003 in Vermeer, 2007 Flexibility flexibilit

Zoning difficulti REN 2003 in Vermeer, 2007 Flexibility increase fl

Building form Appel-Meulenbroek and Feijts, 2007 Buildi: i fl

C ion type ‘Appel-Meulenbroek and Feitts, 2007 Buildi il

E: ding possibiliti Appel-Meulenbroek and Feijts, 2007 Building fl

Building depth Appel-Meulenbroek and Feijts, 2007 Buildi increase fl

Building Height Appel-Meulenbroek and Feijts, 2007 Building increase fle:

Building volume Appel-Meulenbroek and Feijts, 2007 Building i fl Y

Number of floors Appel-Meulenbroek and Feijts, 2007 Buildi; flexibility

Floor layout Appel-Meulenbroek and Feijts, 2007 Floor increase flexibility

Spatial characteristics and flexible el t Appel-Meulenbroek and Feijts, 2007 Floor increase flexibility

Room/workplace layout Appel-Meulenbroek and Feijts, 2007 Room/workplace flexibility

Install capacity Appel-Meulenbroek and Feijts, 2007 Installati Increase flexibility

C. tion possibilities of install Appel Meulenbroek and Feiits, 2007 Install increase flexibility

Standardisation of installati Appel-Meulenbroek and Feijts, 2007 Tnstallat : flexibility

C tion of installati 1. & AEP‘I Meulenbroek and Feijts, 2007 1 11, Aexihilit-

Vertical accessibility in the building NEN 8021:2014 Accessibility i flexibility

Flexibility in case of change of layout NEN 8021:2014 Flexibility increase flexibility

Flexibility in change of size of floor space NEN 8021:2014 Flexibility increase flexibility

Building depth NEN 8021:2014 Space utili i flexibili

Room for Zaghdoud, 2013 push factor / pull factor increa: ibili

Distance employ Duck h, 1993 in Rirat h 2014 Productivity ing (user) satisfacti

A ibility for disabled NEN 8021:2014 increasing (user) satisfaction

Accessibility for cars NEN 8021:2014 i ing (user) satisfacti

Accessibility for pedestri NEN 8021:2014 (user) satisfacti

Accessibility public transp NEN 60212014 ing (user) satisk

Accessibility parking spaces NEN 8021:2014 ing (user) satisfact

Size parking spaces NEN 8021:2014 ing (user) satisfact

Amount of local REN 2003 in Vermeer, 2007 (user) satisF

C tion sensitivity REN 2003 in Vermeer, 2007 Logistics ing (user) satisf:

A ibility public transport REN 2003 in Vermeer, 2007 Logistics ing (user) satisfact

Proximity to airport REN 2003 in Vermeer, 2007 Logistics (user) satisfact

Routing, ibility REN 2003 in Vermeer, 2007 Logistics (user) satisfact

Public parking for visitors REN 2003 in Vermeer, 2007 Logistics ing (user) satisf

Parking on own terrain REN 2003 in Vermeer, 2007 Logistics ing (user) satisf

Parking norm REN 2003 in Vermeer, 2007 Logistics ing (user) satisfack

Parking for bicycles REN 2003 in Vermeer, 2007 Logistics (user) satisf

Ability to open windows REN 2003 in Vermeer, 2007 Flexibility (user) satisf

Thermal comfort summer REN 2003 in Vermeer, 2007 Comfort increasing (user) satisfaction

Therma comfort winter REN 2003 in Vermeer, 2007 Comfort increasing (user) satisfaction

Allowable internal heat load REN 2003 in Vermeer, 2007 Comfort i (user) satisfacti

Red of sun REN 2003 in Vermeer, 2007 Comfort g (user) £

Air quality REN 2003 in Vermeer, 2007 Comfort ing (user) satisf

Controllability climate install REN 2003 in Vermeer, 2007 Comfort ing (user) satisk

Controllability lighting REN 2003 in Vermeer, 2007 Comfort ing (user) satisfact

Security of REN 2003 in Vermeer, 2007 Safety (user) satisf

Presence of restaurants REN 2003 in Vermeer, 2007 Facilities increasing (user) satisfaction
‘Arthur Andersen, 1993; Nourse, 1994; Bdeir, 2003 in Employee satisfaction

Employee satisfaction with work t |Riratanaphong, 2014) (stakeholder perception) ing (uses) satisfact

Employee satisfaction
Provision of Bdeir, 2003 in Ri ) 2014 (stakeholder perception) ing (user) f
Employee satisfaction

Absentee rates by buildings Massheder and Finch, 1998 in Rirat hong, 2014 (stakeholder perception) g (user) satisfact

Duckworth, 1993; Lubieniecki and Desrocher, 2003 in Employee satisfaction

Proximity to required transportation modes

Riratanaphong, 2014

(stakeholder perception)

increasing (user) satisfaction
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Duck h, 1993; Lubieniecki and Desrocher, 2003 in

Employee satisfaction

Access to employees Riratanaphong, 2014 (stakeholder perception) increasing (user) satisfaction
Duckworth, 1993; Lubieniecki and Desrocher, 2003 in Employee sqhschhon
Amount of local iti Riratanaphong, 2014 (stakehold ) (user) satisfact
Duckworth, 1993; Lubieniecki and Desrocher, 2003 in Employee mhsfuchon
pl isfe with CRE services Riratanaphong, 2014 (stakehold ) g (user) satisf
A.mount of workplace reforms and space Employee ’ah:fo:hon
1t Riratanaphong, 2014 (stakehold ) (user) satisfact
Employee mh:fachon
Distance to employees' homes Ri phong, 2014 (stakehold ) g (user) satisfact;
Employee mhsfachon
Employ tisfaction with prof lskills  |Riratanaphong, 2014 (stakeholder perception) g (user) satisfact
Employee mhsfuchon
Employ isfaction with information sharing |Riratanapheng, 2014 (stakehold ) g (user) satisf
Customer pexcephon
Customer satisfacti Bdeir, 2003 in Riratanaphong, 2014 (stakehold ption) (user) satisfact
Customer perception
Number of helpdesk calls per square foot Bon et al, 1993 in Rirat h 2014 (stakehold ion) g (user) satisfe
Customer percephon
Customer satisfaction with resp A tunga and Baldry, 2000 in Riratanaphong, 2014 (stakehold ption) g (user) satisfact
Duck th, 1993; Luk ki and Desrocher, 2003 in Customer perceplion
Proximity to required p modes Rirat h 2014 (stakehold ption) g (user) satisfe
Duckworth, 1993; Lubi ki and Desrocher, 2003 in Customer pexcephon
Access to cosh Riratanaphong, 2014 (stakehold ption) g (user) satisfact

Duckworth, 1993; Lubieniecki and Desrocher, 2003 in

Customer perceplion

Distance to other sites and businesses Riratanaphong, 2014 (stakeholder perception) increasing (user) satisfaction
Customer perception
Rating based on building attribut, Duckworth, 1993 in Riratanaphong, 2014 (stakeholder perception) g (user) satisfact
Customer perception
Customer satisf with facilities Rirat h 2014 (stakeholder perception) g (user) satisf
Service level agreements in use with service Customer perception
providers Riratanaphong, 2014 (stakeholder perception) (user) satisfact
Customer perception
BSC for partners in use Riratanaphong, 2014 (stakeholder tion) increasing (user) satisfaction
Customer perception
Audits for service providers in use Riratanapk 2014 (stakeholder perception) g (user) satisfact:
Customer perception
Loyalty Bradley, 2002 in Rirats h 2014 (stakehold, ion) g (user) satisfact:
Customer percepﬁon
C ity sentiment Bradley, 2002 in Riratanaphong, 2014 (stakehold ption) g (user) satisf
Contribution to public policy and societal Hagarty and Wilson, 2002; RPS 2003 in Riratanaphong, Customer percephon
e 2014 (ekabold RN (user) satisfact
Customer perception
Customer choice rating BCBC, 2003 in Riratanaph 2014 (stakeholder perception) g (user) satisfacti
Percentage of customers with service level BCBC, 2003; Lindholm and Gibler, 2005 in Riratanaphong, ~|Customer perception
agreements in place 2014 (stakeholder perception) g (user) satisf
Overall tenant satisfaction with property Customer perception
t services RPS, 2003 in Riratanaphong, 2014 (stakeholder perception) g (user) satisfact
Employees' opinion on how well the workplace
|supports their produchvniy Lindholm and Gibler, 2005 in Riratanaphong, 2014 Productivity (user) satisfaction
Control of envi teristi Appel-M broek and Feijts, 2007 Floor g (user) satisfacti
Controlling possibilities of installations in
specific | Appel-Meulenbroek and Feijts, 2007 Install g (user) satisf
Prod of noise of installati Appel-Meulenbroek and Feijts, 2007 Install g (user) satisf
1 iotics 6f wentl ollat: ‘Appel-Meulenbroek and Feilts, 2007 Install g (user) satis
Characteristics of lighting install Appel-Meulenbroek and Feijts, 2007 Install (user) satisf
Characteristics of cooling install Appel-Meulenbroek and Feilts, 2007 Install g (user) satisf
@ teristics of heating installati Appel-Meulenbroek and Feijts, 2007 Installati g (user) satisfact
Chacniis of ok sl e s iallan Appel-Meulenbroek and Feijts, 2007 acllah (user) satisfact
Proximity of labour market Appel-Meulenbroek and Feijts, 2007 Location g (user) satisfact
Proximity of selling market Appel-Meulenbroek and Feijts, 2007 Location g (user) satisfe
Proximity of suppliers/sources ‘Appel- Meulenbroek and Feijts, 2007 Location g (user) satisf
Proximity to related 1 dep Appel-Meulenbroek and Feijts, 2007 Location (user) satisf
Proximity of collak ion parties Appel-Meulenbroek and Feijts, 2007 Location g (user) satisf
Presence of supporting facilities Appel-Meulenbroek and Feijts, 2007 Location increasing (user) satisfaction

Accessibility of facilities on site

Appel-Meulenbroek and Feijts, 2007

mcreunng (user) satisfaction

Accessibility
Envi 7|

Sources of noise Appel-Meulenbroek and Feijts, 2007 £l (user) satisfacti
A ibility of main ent for people NEN 8021:2014 A ibility g (user) f

Ce llability climate installati NEN 8021:2014 Comfort g (user) satisfe
View from workplace NEN 8021:2014 Comfort ing (user) satisf
Social secusity NEN 80212014 Safety g (user) satisfact
Safety NEN 80212014 Safety (user) satish
Facilities for consumption NEN 8021:2014 Facilities increasing (user) satisfaction
Sport facilities NEN 8021:2014 Facilities g (user) satisfact
Extra facilities (in neighbourhood) NEN 8021:2014 Facilities g (user) satisfacti
Sanitary facilities NEN 8021:2014 Facilities g (user) satisfe
Storage facilities NEN 8021:2014 Facilities g (user) satisfe
Book value building Verhoeff, 2014 Juridical properti g real estate value
Juridical structure building Verhoeff, 2014 Juridical prop g real estate value
LFA per user profile Verhoeff, 2014 Building quality increasing real estate value
Price of building Zaghdoud, 2013 pull factor increasing real estate value
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Bulding age Appel-Meulenbroek and Feijts, 2007 Building increasing real estate value
Marketability Verhoeff, 2014 Liquidity increasing real estate value
Building condition Verhoeff, 2014 Liquidity mcreonng real estate value
Value for money Hinks and McNay, 1999 in Riratanaph 2014 Financial health g real estate value
E ic/market value added Bradley, 2002 in Ri ) 2014 Financial health g real estate value

Return on Investment

Riratanaphong, 2014

Hagarty and Wilson, 2002; BCBC, 2003; RPS, 2003 in

Financial health

mcreanng real estate value

|Net Income BCBC 2003; NPB, 2003 in Riratanaphong, 2014 Financial health real estate value

|Return on invested capital vk ond Morris, 2002 in Riratanaphong, 2014 Financial health g real estate value

Return on equity NPB, 2003 in Rirat h 2014 Financial health g real estate value

Value of property, plant and equipment Lub ki and Desrocher, 2003 in Rirat; hong, 2014 Financial health g real estate value

Total proceeds on properties sold BCBC, 2003 in Riratanaph 2014 Financial health g real estate value

Return on investmentment for Owned Market-

Comparable office building BCBC, 2003 in Ri } 2014 Financial health xeul estate value

Woaste disposal REN 2003 in Vermeer, 2007 Logistics duci logical footprint

Number of energy audits t hong, 2014 En tal ibilit d logical footprint

Amount of gurbage Riratanaphong, 2014 E tal ibility d logical f t

Energy Appel-Meulenbroek and Feijts, 2007 Install, d logical fe

Production of heat in installati Appel-Meulenbroek and Feijts, 2007 Installat ducing ecological f t

Energy label NEN 80212014 Sustainabilit d logical f t

Use of renewable sources NEN 8021:2014 tainability d 1 1 footp

Energy REN 2003 in Vermeer, 2007 E d logical footprint / d costs
Energy ti Riratanaphong, 2014 E | responsibility d logical footprint / d g costs
Enebery sl ieiicie egs Statsbygg, 2003 in Riratanaphong, 2014 Envi tal ibility d logical footprint / d costs
Amount of teamwork space Lindholm and Gibler, 2005 in Rirat: h 2014 Organisational devel lati llaborati

Amount of distance work settings in use

Lmdholm and Gibler, 2005 in Riratanaphong, 2014

Organisational development
Oraniatisaaldavel t

stimulating collaboration
VR T Labarats

Amount of advice given to other business units |Ri phong, 2014 P

CRE actively involved in firm-wide initiatives

such as special asset use Lubieniecki and Desrocher, 2003 in Riratanaphong, 2014 Prod ity lati llaborati

Variety in workplaces and NEN 8021:2014 Space utili suporting culture

Rep i hdoud, 2013 push factor / pull factor support image

Type of location REN 2003 in Vermeer, 2007 Image support image

Attractive power location REN 2003 in Vermeer, 2007 Image support image

Environmental quality REN 2003 in Vermeer, 2007 Image support image

Social location REN 2003 in Vermeer, 2007 Image support image

Publicity REN 2003 in Vermeer, 2007 Functionality support image

Appearance REN 2003 in Vermeer, 2007 Image support image

Identity of building REN 2003 in Vermeer, 2007 Image support image

Common space REN 2003 in Vermeer, 2007 Image support image

Main entrance REN 2003 in Vermeer, 2007 Image support image
Customer perception

Positive market profile K yk and Morris, 2002 in Riratanaphong, 2014 (stakehold ion) support image
Customer perception

Political results K yk and Morris, 2002 in Rirat hong, 2014 (stakeholder perception) support image

Percentage of positive and neutral press Customer perception

coverage Statsbyg, 2003 in Riratanaphong, 2014 (stakeholder perception) support image

Registration of all prop g to plan Customer perception

for protection of historical/cultural values Statsbyg, 2003 in Rirat hong, 2014 (stakeholder perception) support image
Customer perception

Media it NPB, 2003 in Riratanaphong, 2014 (stakeholder tion) support image

Charisma/image location and t Appel-Meulenbroek and Feijts, 2007 En tal infl support image

Coherence between architectural form, function

and NEN 80212014 Rep support image

M ntal status NEN 8021:2014 Rep tat support image

Recognisability of building NEN 8021:2014 Rep tat support image

Organisational reasons Zaghdoud, 2013 push factor / pull factor ing culture

CRE involved in corporate strategic pl Lubieniecki and Desrocher, 2003 in Rirat h 2014 Productivity PP g culture

Materials, forms and colours Appel-Meulenbroek and Feijts, 2007 Building sugporhng culture / 1mpxovmg quality of the place

Cl bility NEN 8021:2014 Facilities ting user

Accessibility for cars Zaghdoud, 2013 push factor / pull factor ting user activiti

Location target umers Zaghdoud, 2013 pull factor PP g user activiti

Data and IT ameniti REN 2003 in Vermeer, 2007 Flexibility pporting user activit

Proximity to highway REN 2003 in Vermeer, 2007 Logistics pporting user activiti

IT REN 2003 in Vermeer, 2007 Flexibility user activit;

A ibiility REN 2003 in Vermeer, 2007 Logistics user activiti

Equipment provided meets business needs Hinks and McNay, 1999 in Riratanaphong, 2014 Organisational development _|supporting user activities

Productivity (%) Corder, 1995; van der Voordt, ‘2004 in Riratanaphong, 2014 |Productivity supporting user activities

Working envi t vk and Morris, 2002 in Rirat h 2014 Productivity supporting user activities
Alternative Worklace A t GSA, 2006 in Rirat h 2014 Productivity PP g user activiti
Ck istics of IT installati Appel-Meulenbroek and Feijts, 2007 Installati pp g user
Accessibility of NEN 80212014 Accessibility pporting user activii
IT facilities NEN 8021:2014 Facilities supporting user activities




B. Detailed description of the mathematical model

This Qppendix describes the process that is followed to proviole a solution to the problem
description in more detail. The problem is modelled in a mathematical model written in
Matlab. Matlab is a mathematical calculation software that makes use of input from
matrices. The user can write functions that interrelate, erforming mathematical operations
on the matrices. Advanfqge to such structure is that tﬁe structure can remain intact if the
inpél’[lchotnges, and chding objects or alternatives only require a single QdOpJEO.J[iOl’l of the
model.

The model

The model is built on two types of elements: the requirecl input in the form of matrices, and
functions in the form of scripts, qﬂowing to make mathematical operations on the input.
The model itself consists out of two main steps. First, location data is used as an input, from
which multiple scenarios are created. These scenarios serve as an input for the second step,
where the overall preference rating for each portfoho alternative is calculated. Each of these
two steps is explained in the foHowing sections.

Step I creating scenarios

The first step in the modellin process is to create the scenarios for each location. Some
location characteristics may change over time, which could result in the location ]oeing
more or less favourable compctrecl to the current situation. As to model this chotnge, use is
made of time series otncdysis as described in Chqp’[er 7. As to explqin the steps that are
taken, an exotmple is used. In this case, use is made of data on the number of USA domestic

airline ﬂigh{s from 1987 to 2008.

load( 'Data.mat');
y = log(Data);
T = length(y);

% test stationarity
h = adftest(ts, 'model’', 'TS','lags', 0:2);

% find if one is rejected
if any(1==h)

ix = find(h>0,1);
else

ix = 0;
end

% differencing so time series is stationary, if prior test failed

Y = diff(ts,ix);

y = ts;

First, the data is loaded into Matlab and the log of the data is taken. This is done as to
make the data stationary, as explolinecl in Chqp{er 7. This stationarity is tested using an

ADF-test. If the hypo’[hesis is rejected, the time series is differenced. The result of these steps

is a time series that is stationary, on which various time series models can be qpphed
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% test various models
LOGL = zeros(4,4); %Initialize
PQ = zeros(4,4);
for p = 1:4
for q = 1:4
mod = arima(p,®,q);
[fit,~,logL] = estimate(mod,Y, 'print’,false);
LOGL(p,q) = logL;
PQ(p,q) = p+q;
end
end

LOGL = reshape(LOGL,16,1);

PQ = reshape(PQ,16,1);

[~,bic] = aicbic(LOGL,PQ+1,100);
reshape(bic,4,4)

[M,I] = min(bic(:));
[I_row_AR, I_column_MA] = ind2sub(size(bic),I);

% Modelling
Mdl = arima(I_row_AR,ix,I_column_MA);

The time series model that is Qpphed is an ARMA(p,q) model, as the time series is otlreotcly
differenced if necessary. As to find the parameters p & q, first, a 4x4 matrix with zeros is
made. Then, combinations of P and q values are made and fitted on the time series. The
appropriateness of fit is calculated using the Botyesiotn information criterion "bic’. Then, the
script searched for the column and row index of the lowest value in the bic matrix, as these
represent the o) and q parameter values of the model with the best {it to the time series.

The last step is the creation of an ARIMA model (with D = O) with the P and q parameters

determined.

% Estimate parameters of model applied to the time series
EstMdl = estimate(Mdl,y);

Next, the other parameters of the model need to be estimated. This is done by fiHing the
model to the originotl, non-differenced time series. The resulﬁng EstMd] is the model that
best represents the historical data fed into the model.

%% Check the residuals for normality.
res = infer(EstMdl,y);
stres = res/sqrt(EstMdl.Variance);

figure
subplot(1,2,1)
qgplot(stres)

X = =4:.05:4;
[f,xi] = ksdensity(stres);

subplot(1,2,2)

plot(xi,f, k', 'Linewidth',2);

hold on

plot(x,normpdf(x), 'r--', 'Linewidth',2)

legend( 'Standardized Residuals','Standard Normal')
hold off

%% Check the residuals for autocorrelation
figure

subplot(2,1,1)

autocorr(stres)

subplot(2,1,2)

parcorr(stres)

[h,p] = lbqtest(stres, 'lags’,[5,10,15], ‘dof',[3,8,13])
%% Check predictive performance.

yl = y(1:100);

y2 = y(101l:end);

numobs = length(y2);

Mdll = estimate(Mdl,y1);

yF1 = forecast(Mdl1,numobs, 'Y0',yl);
pmse = mean((y2-yF1)."2)

As to check whether the model is a goo& fit, a number of statistical tests are performecl

(residual normqhty check, autocorrelation check, pre&ic’[ive performance check on actual

data). These tests are meant as a controﬂin? element, to check whether the chosen model
i

does indeed represent the historical data suf cienﬂy.
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5% Simulate the forecast using MC
L =5;
yF2 = simulate(Mdl1,L, ‘NumPaths',10000, 'Y0', y);

The last phqse of S{ep 1 is to simulate the forecast, based on a Monte Carlo Simulation. In
this case, a forecast is made with 5 steps in the future, with 10.000 poﬁrhs. Thus, the model
runs 10.000 scenarios of how the future could unfold. This data is stored in variable vF2,

which holds the values of the variable in all scenarios.

The data is copiecl to a mat file consisting of all data needed for the LDM model. This mat

file is called ‘Loqd_workquce'. This process is repeoﬁfecl for all variables that have a risk.
Step 2: Calculating the overall preference score of each alternative

Instruction
Sfep A Loading the file
Extract the zip-file in an empty clirectory/fololer, and select that folder in the Matlab

environment as the current folder.

Depen&in on your Matlab settings, the foHowing could differ from your observations:
On vour left, a list of functions can be found, as well as the Workquces and other files in
the gcl)lder. On the righ’[, the workspace can be found where all arrays that are used in the
model will be loaded.

Step B: Loading the variables

In the command window, type ‘Loqol_workquce' to load the Workspotce into the memory.
The Workquce is named InitData. The script also clears the Workspace and the command
window beforehand.

Running the model

Sfep C Opening the GUI

The GUI can be opened b running MainlO), by either typing this in the command
window, or by opening it Jtivwrou ha right click > run. This action runs the GUI, which is
the primary interface of the model. On the left, the locations can be turned on or off, by
clicking on the check box. This allows for makin personodised combinations of locations as
a possiile portfolio. Each combination can be calculated by pressing ‘cale. preference score .
Results can be stored by saving the alternative.

The model can also calculate the overall best portfolio. This can be done by running the
function Do_Allm, or HPC_Do_Allm, depencling on whether the model is ran on the local

compuﬁng environment using Oone processor, or on a server/muHiple processors respecﬁvely.

Explanoﬁtion of all functions
Pref_Owverall
Syntax: Pref_OverotH(pAl’[erna’[ive, pScen)

Alternative is an alternative in the form (xj,..x30) where x; is the state of

the location j, that can be switched on (1) or off (O) in the alternative.

pScen is the respective scenario which is calculated, in the form of (y1,
y10000), Where vy, is the scenario in question.

Return value: This function returns the overall Weighted Freference rating of the
l

alternative, based on the physicoﬂ values for all criteria in the portfolio,
Jrctking into account the clesign constraints.
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Pref_All
Synqu:

Return value:
Pref_n
Synqu:
Return value:
Val_n
Synqu:

Return value:

Cale_n
Synqu:

Return value:

Con_n

Synqu:

Return value:

Do_All
Synqu:

Return value:

Gen_n

Synqu:

Return value:

IsFeasible
Synqu:

Return value:

Pref_AH(pAffernorfive, pScen)

This function returns the porffofio preference ratings for all criteria, based on
the given porffofio

Pref_n(pAfferanive, pScen)

Given a hysicqf value, calculated in Val_n, this function returns the
corresponfing preference value fort he criterion n.

Votf_n(pAfferanive, pScen)

This function returns the physicqf value of the variable n, based on the

respective input and requireof calculation (e.g. average, total sum, minimum
or maximum ).

Cale_n()

This function is used to calculate the physicorl value for a number of criteria,
and calculates the Weighfs per preference, based on the stakeholder weighfs
and their preference Weighfs.

Con_n (pAffernotfive,pScen)

The constraint function calculates whether, given a scenario, the alternative
cornplies with the constraints set forward in the model. The return value is 1
or O, respecfivefy for being cornpfiqnf or not cornpfiqnf.

Do_All()

This function calculates the preference score for each alternative for each
scenario, and determines which alternative has the highesf overall
preference score. This is presenfed in an array, with in the first column the
respective scenario, the index of the alternative in column 2, the overall
preference score in column 3, number of locations in column 4, the total costs
in column 5 and the selected locations in column 6:35.

Gen_n()

The generator functions calculate a number of variables based on a cell
array. This sirnpfifies input, as all preference input, the Weighfs and

preference pOiIlJES dre now surnrnqrised into one CQH array.

[sFeasible (pPorffofio,pScen)

This function returns the value 1 if the alternative meets all constraints, and
O if the alternative does not.
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C. Written introduction of the model for Interview | (Dutch)
Vanuit de stakeholders zijn er altijd verschillende voorkeuren voor de huisves’[ing. Om te
zien hoe goeol een pan& aansluit bi]' de voorkeuren, moeten deze gemeten worden.
Daarnaast kunnen er beperkingen elden, welke een locatie (of een combinatie van
locaties) bij voorbaat uitsluit. Hierbij kan bijvoorbeeld gedqcht worden aan de maximale
jaarlasten van het huisves’[ingsportfolio. Om het een en ander uit te leggen, wordt hier
gebruik gemaakt van een voorbeeld.

Voorbeeld

Stel u bent op zoek naar een nieuwe koopwoning in Utrecht. Hiervoor heeft u een aantal
voorkeuren op een rijtje gezet, waarmee u een keuze wilt maken. Daarnaast zijn er no
een aantal beperkingen, die u in ieder geval in het nieuwe huis wilt hebben. In dit
voorbeeld zijn de volgencle voorkeuren en eperkingen gedefinieerd:

Voorkeuren Beperkingen
Kooppriis (€) Aantal kamers (minimaal 4)
Grootte (m?2) Aqnwezigheicl buitenruimte (ja)

Afstand tot centrum (km)

Zoals te zien is, zijn de beperkingen al voHeolig bepaald. Mocht er een woning ]oijvoorbeeld
maar 3 kamers hebben, ciun zcﬁde woning afvallen.

Aan de voorkeuren echter, moeten nog waarden gehecht worden. Voor elke variabele,
moeten drie waarden ]oepqqld worden. Ten eerste moet de meest optimqle waarde worden
]oepqqld. Deze krijg’[ een referentiewaarde van 100. Dit is de waarde die u het liefste hebt.
Vervolgens wordt de minst gewenste waarde bepotodcl. Dit is de waarde die je het minst
graag wilt hebben, en krijgf een referentiewaarde van O. Ten slotte wordt er nog een
waarde bepqqld die hier tussenin ligt welke een referentiewaarde krijg’[ van 50.

In dit voorbeeld zijn de volgende waarden gekoppeld aan de voorkeuren:

Voorkeur Waarde O Waarde 50 Waarde 100
Koopprijs (€) 375.000 300.000 100.000
Grootte (m2) 90 110 125

Afstand tot | 20 8 5

centrum (km)

In het voorbeeld van de voorkeur ‘afstand
tot centrum’, leidt dit tot een voorkeurs-
curve zoals te zien is in figuur 1. Door deze 100
curve kunnen alle gebouwen een
voorkeursscore krijgen. Stel bijvoorbeeld
dat er een alternatief beschikbaar is dat
10 kilometer van het centrum hgt. Dit
levert dan een voorkeursscore van 492 op. >0
Deze curves kunnen van elke variabele
gemqqk’[ worden, waardoor elke

eschikte woning (welke voldoet aan de
Eeperkingen die opgelegol zijn) drie

Voorkeursscore

|
voorkeursscores krijgt een voor de 5 8 20
koop rijs, een voor de grootte en een voor Afstand tot antrum (k

1

)
ng van C{? WC{C(ICI@H naar de VOOII{@UISSCOI@S

de afstand tot het centrum. Stel dat er 4 Figure 35 Verta

woningen beschikbaar zijn, zou het
Volgende eruit kunnen komen:



Woning Koopprijs Grootte Afstand tot

centrum
Alternatief_1 76 53 49,
Alternatief_2 48 78 54
Alternatief_3 64 49, 90
Alternatief_4 57 54 63

Om te bepqlen welke locatie de beste is, moet ook een Verdeling worden gemototk’[ van hoe
]oelolngrijk je de verschillende variabelen vindt. Het kan bijvoorbeelol zo zijn dat de koop rijs
het meest van ]oelolng is, de grootte ondergeschikt en de afstand tot het centrum Eier
tussenin. Dit kan vertaald Worgen in gewich{en die aan elke voorkeur gekop eld worden.
Hoe groter de waarde, hoe belqngrijker de voorkeursvariabele. In fo{qq}o moeten de
gewichten bij elkaar 1 worden. In het voorbeeld gaan we uit van de Volgende gewich’[en:

Koopprijs: 0.5
Grootte: 0.2
Afstand tot het centrum: 0.3

Nu kan de totale voorkeursscore berekend worden. Dit wordt gedqqn woor elke
voorkeursscore te Vermenigvuldigen met het gewicht en dit bij elkaar op te tellen. Hieruit
Volgende de Volgende totaalscores:

Woning Berekening Totaalscore
Alternatief_1 =0.5*76+0.2*53+0.3*49 61,9
Alternatief_2 =0.5%48+0.2*78+0.3*54 55,8
Alternatief_3 =0.5%64+0.2¥42+0.3*90 67,4
Alternatief_4 =0.5*57+0.9%54+0.3%63 58,2

Hieruit blijkt dat alternatief 3 het meest overeenkomt met je voorkeuren. Deze woning zou
dus gekozen moeten worden.

Het ontwikkelde model

Het model dat ontwikkeld wordt voor Engie, heeft enkele Verdiepin sslqgen ten opzich’[e
van dit voorbeeld. Ten eerste zullen er meerdere stakeholders betrokken worden bij het
proces, welke onderling ook een gewicht toegekenol krijgen. Daarnaast focust het model zich
op een portfolio, ofwel een combinatie van verschillende ge]oouwen. Hierdoor wordt niet
naar een locatie gekeken, maar naar meerdere plekken.

Ten slotte wordt in het model ook gekeken naar de Jtoekomsﬁge ontwikkelingen. De
karakteristieken van een locatie zijn altijd aan verqndering onolerhevig. Hierdoor kan het
zo zijn dat een locatie die nu goeol past bij de voorkeuren, over 5 jaar totaal niet meer bij
de voorkeuren pqs{. Deze ontwikkehng wordt ook meegenomen in de beslissingsproceclure.
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D. Evaluation interview protocol
After both Workshco[ps, the cleve]opmemL of the model was discussed with each stakeholder

inclividuaﬂy. This document shows the profoco] that was used for these interviews. For this
profocol, use is made of the checklist deve]oped in Chapfer 8. The profoco] is deve]oped in
Eng]ish, ct]fhough the interviews are held in Dutch. For the evaluation, the evaluation
protocol of de Visser (2016) is used as a basis.

Infroduction
This interview will take about thirty minutes. Are you comfortable with me recoding this
interview?

This interview is meant to evaluate the LDM-framework and the process we have gone
Jfhrough the last months. I would like to know from you how you have experienced this

process and what you think of the framework. For this, [ have some questions [ would like
to ask.

Evaluation questions

Main question Op’cional follow-up questions
L io you have su icient o If not; did this comphcoﬁre your involvement
possﬂ)ﬂlty in the process to in the process?

uif ’[he. model Qcild ﬁo o Did this influence your decision
add Jfl ) mllEuft an ’[?e motking process, ie. did you still want
model itself if necessary to adjust Jfhings to the model?

o Do you have any suggestions for
chqnges which could have preventecl
this?

o If ves; did the iterative nature of this process
he%]p you in ]oecoming involved in the
process:

o Did the iterations help you in
developmen’[ of your preferences?

o Do you have any suggestions for
improvement:

o Did the mocleﬂing process influence your
acceptance of the model and its outcomes?

e In vyour experience with the model, do you
feel that you trust the system in proviohng

the correct answer?

9. To what extend do you e If not 1 Nooted, E -
think the model reflects Qnr}l,ocail;zpfirr};hirse? ected; could you identify

Jf]’%e complzxif.y.of the f_(ﬂ' o Do you have any suggestions for
ife ecislon-maxing improvement:
process”?

o If propeﬂy reflected: when was this
Qlignment achieved?
o How do you think this was achieved?
o Do you therefore consider the process
sufficient or do you have any
suggestions for improvemen’[?

e Does the complexi’[y of the model influence
your acceptance of the model?

o Are your preferences CIOSQIY reﬂecfecl in the
moclel?
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o How does this influence your trust in

the system?

3. What is your perce&otion If low; could you indicate why you think the
of the usefulness of the model is not useful?
model? o Do you have any suggestions for
improvement:
If high; Why do you think the model is useful?

o What do you think the qdvantages of
the model are in prqctice?

o Do you have any suggestions for
improvement?

Do you think the model can eqsﬂy be used in
protcﬁce?

o Why do you think this is the case?

o Do you have any suggestions for
improvement:

Does the usefulness of the model influence
your acceptance of the model?
4. Is the performance of the If not; what is the cause of this?
model m line with the o Is the performance of the model too
expectations you had? low, or do you think your expectations
were parﬁculqﬂy high?

o Do you have any suggestions for

improvement:
If yes; what is the cause of this?

o Is the performqnce of the model high,
or do you think your expectations
were parﬁculqﬂy low?

o Do you have any suggestions for
improving the model even further?

Is the outcome of the model understandable
for vou, ie. does the model justify the outcome
suf icienﬂy?

o If SO, do you consider this useful?

o If not, what don't you understand in
the outcome of the model?

5. Do you see the model as If not; what is lqcking in the model compared
an added value compc.:qed to the current decision making process?
to your curreri;[ decision o If this element is included in the model,
mqklng process! would that chqnge your answer’?
If yes; what are the most important factors
this model has added value over the current
process?
6. Do you think that the

addition of a time
perspective in the form of
scenarios is of added value
in the decision-mqking
process?

If not; what is the cause of this?
o Do you have any suggestions for
improvement:

If yes; what is the reason you think it is an
added value?
o Does this influence the trust in the
system?
o Does this influence the acceptance of

the system?
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