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Abstract

Nowadays, a satellite is considered as out of range forever once it is launched. This may soon no longer
hold thanks to on-orbit servicing. However, the complexity of that topic makes it highly challenging on
many aspects. On-orbit servicing using a robotic arm is nonetheless the most investigated technology
in order to achieve the berthing of two satellites in orbit. This research project aims at developing a
robust controller for the deployment of a robotic arm, which is mounted on a servicer satellite, and for
the reaching of a defined handle on the target satellite under mission constraints. While operating the
space manipulator, the combined control of both the manipulator and the spacecraft base has a great
potential in terms of achievable performance and may bring robotic on-orbit servicing one step closer
to reality. In order to reveal the potential of this innovative control strategy, a model of the system dy-
namics was developed, before being used to design a robust controller. The latter was then successfully
implemented in different simulators to test its performance and robustness to a variety of constraints
including hardware, environment and mission constraints. The simulations proved that combined con-
trol can be used for the entire maneuver. Finally, this controller was successfully implemented in the
on-board computer of the on-orbit servicing simulator at the German Aerospace Center. From now on,
the maneuver can be completed from the ground control room. The implementation of the robust and
combined controller has increased the technology readiness level of the reach phase during an on-orbit
servicing mission.
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Introduction

In this chapter, the topic of the thesis is introduced. First of all, a general overview of on-orbit servicing
(0O0S) is detailed in Section 1.1 followed by a description of this field as well as of space robotics more
particularly at DLR in Section 1.2. Then, the thesis problem is stated in Section 1.3 leading to the
research objective (Section 1.4). The scientific approach and methodology set up to meet this research
objective is described in Section 1.5. Finally, the outline of this report is given in Section 1.6.

1.1. On-Orbit Servicing

1.1.1. Definitions

An OOS mission is a mission during which a target satellite is serviced by a servicer. The servicing mis-
sion can be completed by a human in case of a manned OOS mission or by a secondary satellite for an
unmanned one. The task to be completed can be of different natures. The servicer may inspect, repair,
upgrade, refuel, assemble, relocate or de-orbit the target satellite. The three main categories of OOS
missions are observation, motion and manipulation [58]. The first category gathers the observation
or remote inspection missions. If after launch, an unexpected phenomenon happens or if the commu-
nication between the satellite and the ground station is not possible, a mission to inspect the satellite
can be launched to understand the reasons of the failure. The missions in the motion category have in
common that the mission of the servicer is to bring the target from its position on its orbit to another
position. It may relocate the target satellite, ensure its station-keeping or de-orbit it. Finally, the main-
tenance, repair, refuel, upgrade and docked inspection of a satellite are all part of the manipulation
category. This classification is summed up in Table 1.1.

1.1.2. Motivations for On-Orbit Servicing

There are multiple potential applications for OOS but there are two main motivations for it. First of all,
setting up an OOS mission may reduce costs dramatically if the cost of this mission is less than the cost
of the mission to be serviced. Otherwise, it is more appealing to launch the same satellite once again

Table 1.1: Classification of OOS missions

Service category | Kind of service
Observation Remote Inspection
Motion Station-Keeping
Relocation

Disposal and De-Orbiting
Manipulation Refuelling

Maintenance

Repair

Docked Inspection




2 1. Introduction

and save the difference which is the solution often used nowadays. Then, the second reason why OOS is
interesting is to limit space traffic especially in Low Earth Orbit (LEO). Indeed, the number of satellites
keeps increasing over the years. In addition to the operational satellites in orbit, many old satellites still
orbit the Earth without completing any function. Adding the satellites in orbit and the other detectable
objects, NASA came up with the number of more than 11500 space debris in LEO back in 2010 as shown
on Figure 1.1. This figure shows clearly that the number of space debris in LEO is skyrocketing. The
impact of the destruction of a satellite (such as Fengyun-1C) or the collision of two satellites (such as
Iridium 33 and Cosmos 2251, for which the number of resulting debris have not yet been all cataloged)
is tremendous and should under any circumstances be avoided in the future. To limit the increase of
space debris in LEO, disposal scenarios of satellites must be studied with great attention from now on.
OOS appears to have great potential to help with that. Thus international space agencies such as ESA
or NASA have ongoing OOS projects as discussed later on in Section 1.1.3.

12000 7 - i T S T
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Figure 1.1: Evolution of the number of Cataloged Objects by NASA in LEO from 1956 to 2010 [35]

1.1.3. State of the Art and State of Practice

Because of the increasing level of technology and the previously discussed potential of remote-controlled
OOS, there are many ongoing projects to overcome the many remaining challenges. They investigated
many concepts which need further development to become reality. The main servicing strategies are
the following. Both ESA’s Clean Space initiative and NASA’s Orbital Debris Program Office are investi-
gating the capture of a satellite with different methods such as using a net or space robotics [63]. These
programs are mainly focused on de-orbiting satellites. However, the use of robotics could also be a
solution for the other types of OOS missions discussed in Section 1.1.1. Such missions are also being
investigated by both space agencies. The development of new technologies through projects such as
NASA Satellite Servicing Projects Division’s Restore-L [56], Orbital ATK’s MEV-1 [49] or DLR’s End-
to-End technology development projects [9] bring OOS closer to reality. Projects like these require the
development of technologies in every domain. For instance, Restore-L has lead to five major technology
breakthroughs: the development of an autonomous, real-time navigation system, of servicing avionics,
of robotic arms, of advanced tools and of a propellant transfer system to be able to refuel the target
satellite. Other capturing techniques are also being developed by several research institutes such as us-
ing harpoons or tether grippers as detailed in [54]. Once developed and implemented, these concepts
must be tested. Because conditions in space are very different from those on Earth (micro-gravity, vac-
uum, radiations), state of the art testing facilities for OOS missions are developed to reproduce space
conditions as accurately as possible. The most advanced simulators are described in [21] and greatly
help the research teams in their works.

The remote-controlled OOS topic has been researched for more than thirty years but only a few tech-
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nology demonstrators were launched so the state of practice remains pretty low. Among these projects,
many failed such as the Experimental Servicing Satellite [29] [58] or the Orbital Life Extension Vehicle
[58]. Remote-controlled OOS nonetheless experienced two main successes.

First of all, the Engineering Test Satellite No. 7 (ETS-VII) was launched in 1997 by the National Space
Development Agency of Japan (NASDA) [64]. A robotic arm was mounted on the servicer satellite. The
main objective of the mission was to demonstrate that it could be used on orbit to complete tasks. It
was successfully used for the rendezvous/docking of the servicer with the target and some experiments
were done such as teleoperation from ground as well as elementary maintenance tasks and the vali-
dation on orbit of a new control strategy of the spacecraft with the robotic arm mounted on it. Two
controllers were implemented separately, one was dedicated to the arm and the other to the control of
the spacecraft but a link was made between the two subsystems. The two subsystems could exchange
their anticipated states and take the other’s into consideration as disturbance. This is officially called
collaborative control by ESA [1] (but is also called cooperative [47] or coordinated control [64] [48]). It
is part of a larger category of OOS control strategies called free-flying configuration. It consists in meth-
ods for which the control of the spacecraft (S/C) and of the space manipulator are somehow coupled.
The lifetime of the ETS-VII mission was extended and other experiments were suggested by different
research teams and completed in orbit. Following this first achievement in robotic OOS, technological
progress continued and the next major step in OOS practice happened with the success of the Orbital
Express mission of the United States DARPA [22]. Two satellites (the target and the servicer) were
launched in 2007 for this mission. The rendezvous and docking activities were done autonomously
and maintenance operations on the target satellite such as refueling and battery replacement were com-
pleted successfully [22]. Unlike the ETS-VII mission, the control of the robotic arm and the spacecraft
were completely separated for this mission. It means that as soon as the robotic arm was operating,
the control of the S/C base was turned off and turned on again when the arm was not performing any
action anymore. This control method is the easiest to implement but has limited precision. Indeed,
when in orbit, the base of the satellite is not fixed and according to Newton’s third law of motion, if the
robotic arm is moving, an effort in the opposite direction will be transmitted to the base through the
interface between the arm and the base. In this configuration - called free-floating configuration - this
movement is not compensated and the action performed will thus loose in precision. This technique
may be used to complete the mission under tight consumption requirements.

These two major successes are essential milestones of robotic OOS and pushed the limits further by
completing multiple tasks that have never been done before, thus paving the way for future ones. Be-
cause the robotic OOS state of practice is limited as described previously, only these two control strate-
gies have been studied. However, other techniques are studied and may give promising results for
future missions. One of them is called combined control. It is another technique for free-flying S/C
and consists in a unique controller implemented to control the system composed of the spacecraft and
the arm as one. It is the most complex technique but it is likely to lead to better performances. More
details about this technique will be given later, in Section 5.1.

1.2. Space Robotics and OOS at DLR

For many years now, the German Aerospace Center has studied space robotics and OOS and has, project
after project, pushed the limits further by developing new technologies.

1.2.1. Previous missions

DLR itself has acquired knowledge and know-how specific to OOS. The space robotics study started
in 1993 at DLR with the ROTEX (Robot Technology Experiment) mission which flew with Spacelab-
Mission D2. Its objective was to validate the different operational such as off-line programming but
also using teleoperation from ground. It was the first remotely controlled robot in space [28]. In 2004,
the ROKVISS (RObotic Components Verification on the ISS) experiment was set up on the ISS. Its
objectives was to test and validate state of the art space robotics and especially the remote control of a
robotic arm from Earth [39]. After the success of this 5-year mission, the next major project related to
OO0S was DEOS (Deutsche Orbitale Servicing) mission [62]. Its objective was to demonstrate that DLR
was able to capture and move an uncooperative client satellite in LEO which was no longer operating
[58]. This technology development project could have given a good solution for space debris mitiga-
tion but it was aborted. DLR also took part in other OOS missions such as the ETS-VII during which
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some experiments of DLR were completed on-board of the Japanese satellite (called GETEX - German
Technology Experiment) [38] or OLEV [52].

1.2.2. Previous Projects

In addition to the OOS missions completed by DLR, some technology development projects were also
achieved which aims were to improve the TRL of the different technologies of interest. One of these
projects was based on the DEOS mission and called OOS End-to-End (E2E) Simulation [9]. Its objec-
tive was to build up a simulator for testing OOS scenarios. A control center environment was developed,
including three different consoles for the control of the simulations (the rendezvous/GNC one, the dock-
ing/robotic one and the satellite console) as well as a network for high rate telemetry and telecommand.
A satellite simulator was also used in which the data-handling is completed as it is in space (i.e. using
communication protocols for instance) and a real-time capable orbit dynamics simulator for both the
servicer and the target satellites was implemented. The OOS-E2E project also used the Hardware-
in-the-Loop simulation facilities at DLR called EPOS (European Proximity Operations Simulator) and
OOS-SIM as well as its satellite simulator (SASI). The two simulation facilities are shown on figures 1.2
and 1.3. The EPOS is used to simulate the rendezvous during an OOS mission between the target and
the servicer while the OOS-SIM enables the simulation of the berthing and docking of the two satellites.
They were both developed in previous projects but during the E2E technology developement project,
they were used in the loop and some payload sensors and actuators were integrated such as GNC sen-
sors on EPOS and a robotic arm and camera sensors on OOS-SIM. Finally, some innovative GNC and
robotic operation methods were integrated.

Figure 1.2: EPOS facility at DLR [9]

The aim of the OOS-SIM is to simulate the docking and berthing maneuvers in space. It means that
the framework of this simulator is limited to close-range activities between the servicer and the target.
As shown on Figure 1.3, it is composed of two satellite mock-ups mounted on robots of type KR120:
a passive client satellite (right one on the picture) and an active servicer satellite (on the left). A rep-
resentation of a space manipulator is mounted on the servicer satellite. This part of the robotic pay-
load is a Kuka Light-Weight Robot (LWR), a seven-axes robotic arm. The end-effector of the LWR
will grasp the client satellite on a defined handle mounted on it (defined position on the circular ring,
see Figure 1.3) [5]. This hardware-in-the-loop simulation facility has a simulation part - the robots
on which the satellites are mounted and the satellite mock-ups - and a mission part composed of the
space manipulator and of the control system (e.g. camera and other sensors). Apart from the hardware
part of the simulator, the orbital mechanics of both the target and the servicer are simulated using
the Dynamics Simulator (DYSI). It gathers for instance multi-body/multi-physics models of the client
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Figure 1.3: OOS-SIM facility at DLR (Credit: DLR)

satellite with a six degrees of freedom (DoF) model, of the servicer satellite with a six DoF model as
well as of the seven axes space manipulator. These models, implemented on Modelica/Dymola, are
called simulation-specific components. Other models are implemented in C-code such as the servicer
Attitude and Orbit Control System (AOCS), several models of power and thermal subsystems, models
of communication and control systems [9]. Ground testing of OOS missions is really complex mostly
because of micro-gravity but hardware-in-the-loop facilities help to reproduce these conditions more
accurately. Using data from the SASI, the two robots can move the satellites and reproduce their float-
ing behaviors.

During the E2E project, the control of the servicer is separated from the control of the robotic arm. The
latter has two operational modes: a telepresence mode and a mode based on visual-tracking. In the
first mode, the deployment is done using a secondary identical robotic arm as haptic device on ground.
The operator moves the arm and telecommands are sent to the arm mounted on the servicer to com-
plete the same actions [57]. One of the key challenges of this mode was to handle the delay between the
motion of the two manipulators. The second mode using on visual tracking is based on the processing
of images taken by the cameras of the servicer satellite and aligns the end-effector with the grasping
frame [9]. The berthing was not fully autonomous, no matter the mode used. Indeed, telecommands
were received from ground in case of telepresence as the actions from ground were mirrored by the
slave manipulator on the servicer satellite. Moreover, in the vision-based mode, high level commands
are sent by the control room to the spacecraft. These commands are decomposed in elementary opera-
tions according to the task-directed programming approach developed at DLR [13]. During the whole
rendezvous and berthing operation, telemetry are transmitted to ground, hold points are set up reg-
ularly and commands from ground are required to move on to the next. This organization allows the
supervision and partial control of the operations from ground.

The objectives of DLR’s E2E project were met at the end of 2017 after successful simulations and ac-
ceptable results [9].

1.2.3. Ongoing Project

The know-how and knowledge acquired by DLR so far have paved the way for the next innovative and
challenging project called RICADOS (Rendezvous, Inspection, CApturing and Detumbling by Orbital
Servicing). This technology development project aims at developing, deploying and integrating new
systems and methods for on-orbit servicing missions. This includes the inspection phase, the combined
control of the arm and the base as well as the implementation of an FDIR module. In the previous E2E
project, the two robotic hardware-in-the-loop test facilities (the EPOS and the OOS-SIM) have been
integrated in a loop to test and validate different on-orbit servicing scenarios and will be used for the
recently kicked-off OOS project at DLR. RICADOS has several project goals. First of all, a reference
scenario will be defined in an early stage of the project and the realization of this scenario will drive
the project. Different OOS phases and techniques will be covered by the scenario to be determined
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such as the inspection of the target, the rendezvous and the berthing of the servicer with the target.
The inspection phase will be based on sensor data using sensors on-board, a geometric model of the
target satellite will be generated and examined for damage by comparing it with the expected geometry
of the spacecraft. Developing new technologies and improving existing ones is necessary to be able to
complete the inspection of the target. On the one hand, some of these innovations are related to OOS
applications. It gathers for instance a new LiDAR (Light Detection And Ranging) configuration, a new
way of processing LiDAR data and sensor combination of data from cameras and LiDAR instruments.
For the rendezvous and berthing phases of the two satellites, a system will be developed to detumble
and stabilize the target implying further study of contact dynamics and a high precision of the grasping.
The development of a combined control strategy of the servicer and of the space manipulator will help
to reach high precision. On the other hand, some innovations are purely simulation related. Indeed,
the chosen scenario will also lead to adjustments of the simulation facilities (e.g. the communication
system, the protocols used and even the geometry of the target satellite may change). One major de-
velopment objective is also to increase the degree of autonomy of the mission while maintaining a high
reliability. Thus, a Fault Detection, Isolation and Restoration (FDIR) process will be implemented. Im-
proving the simulation facilities is absolutely crucial to increase the chance of success for a real mission.
Finally, this three-year long project kicked-off in January 2018 requires many innovations and aims at
increasing the TRL of OOS in a specific context. Most of the previous missions and projects completed
at DLR in terms of OOS and space robotics discussed in Section 1.2.1 will be crucial.

1.2.4. Limitations and Potential

Despite its huge potential, OOS (and more precisely robotic OOS) is not yet widely accepted by the
space community as being a key topic for the future of space. This reluctance has different grounds
which make robotic OOS risky or simply not worthwhile [46].

First of all, OOS missions are nowadays very risky because of the criticality of the mission phases such
as rendezvous, docking and berthing. If any unplanned contact between the two satellites happens,
it could jeopardize the entire mission and release thousands of additional space debris. Moreover,
OOS is still a research and development topic. Every time an OOS mission was launched, its success
was unsure so such a mission could not at the moment be proposed for commercialization without
further development. This lack of experience is mostly due to space robotics which is a relatively new
topic. Because of the insufficient maturity of OOS, technical and safety regulations are missing. The
lack of regulations makes the insurance and the technology transfer difficult. The current space traffic
management is also not adapted for satellites which often change orbits. Some work must be done so
that space industry and OOS are compatible. Finally, all the above limitations [27] lead to a cost for an
OOS mission usually higher than the one of the initial mission so it is not worth it.

The limitations given above may not be true in the future thanks to research and progress of OOS
technologies. Once the risks of an OOS mission and its cost are lowered, it will become valuable for
private and governmental companies to extend a satellite’s lifetime by refuelling, repairing or upgrading
it or to de-orbit or relocate it.

1.3. Problem Statement

As exposed in Section 1.1.3, robotic OOS is a complex topic because it unifies two very different fields:
robotics and AOCS. Moreover, space robotics is a very recent scientific field itself. Thus and even
though OOS has a great potential for many reasons given previously, its state of practice is hardly ex-
isting with only two successful missions.

Furthermore, theoretical models were developed for robotic OOS missions, focusing on both free-
floating spacecrafts and free-flying configurations. However in free-flying problems, collaborative con-
trol was thoroughly investigated while combined control is barely covered in literature. Combined con-
trol may nonetheless have great advantages. It could make the servicing operations quicker and more
precise. Both of these pros are of high importance for OOS missions since the communication windows
with ground can be very limited and the handle on the target satellite may be difficult to grasp. Another
potential advantage of this technique is that the energy consumption of the maneuver may be greatly
reduced thanks to an improve in terms of efficiency and of velocity.

Finally, there are many challenges to overcome in this field, making it not worth it yet or too risky.
This thesis will tackle some of them by focusing on robust and combined control of the satellite and its
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robotic arm. The work presented hereafter focuses on the reach phase which is defined as the phase
during which the chaser is moved in grip distance [1]. It consists in getting close enough to the target
so that the manipulator can be deployed and its end-effector can reach a defined handle on the target.

1.4. Research Objective

The research objective of the thesis project is to make the reach phase under mission constraints au-
tonomous by developing, implementing and testing a robust combined control solution which considers
these constraints. The aim is to increase the technology readiness level of this maneuver using com-
bined control. The main research question of this thesis project can be formulated as follows:

How can the TRL of the reach phase of an OOS mission be increased by implementing a robust and
combined controller of the arm and of the spacecraft?

To meet the research objective and answer the main research question, many challenges and obstacles
have to be overcome. These can be stated as sub-goal answering research sub-questions. The accom-
plishment of all sub-goals will imply that the main goal is met. They are from various origins. Some of
them are related to the general topic of OOS while others are specifically linked to the combined control
strategy for instance.

« What model of the system shall be developed and used to design the controller?
The high complexity of an OOS mission and especially of the chaser spacecraft is difficult to han-
dle. Hence its modelling is a challenging but absolutely crucial task to be able to design a con-
troller. The level of complexity of the model to consider is important too. It shall give a good
understanding of the system behavior without being too cumbersome. The first sub-goal is to
develop a model of the system.

+ What constraints undergone by the system during the reach phase shall be considered during the
design of the controller?
The constraints related to space impose restrictions to methods and solutions which can be used.
For example, any object in space must be partly autonomous because the control with ground
cannot continuously be achieved and must be able to undergo very harsh conditions due to ex-
treme temperatures or radiations. Finally, due to the limited experience that humans have of
space, there are many uncertainties in every space mission. Thus, the challenge of robustness is
also crucial in this project. To answer this research sub-question, an overview of the constraints
experienced by such a system during its mission will be gained. Not all these constraints can be
considered during the design of a controller. The ones to be taken into account during the thesis
will be discussed.

« What is the most adapted control technique to this problem?
Considering combined control of the system is ambitious. This control strategy is very innova-
tive hence explaining the absence of practical experience and the lack of literature. The main
challenges of this technology would be once again its complexity because of the complexity of
the system itself. Very few control design methods are able to handle such systems. The numer-
ical complexity and computational cost induced are also important. The most suitable control
technique for this project will be traded off after studying several possible methods.

« How can the combined controller be designed for this project?
Neither of the two already developed controllers, for the S/C and for the arm respectively, can be
simply re-used to design one combined controller. The latter requires a totally new design and
development phase which is made even more complicated because both subsystems are operated
at very different frequencies (up to 250Hz for the AOCS compared to 1kHz for the manipulator).
The design of the controller is also an important sub-goal of the project.

« How will the designed controller be tested and implemented?
After its design, the controller will need to be tested to assess its characteristics and the behavior
of the controlled loop. To be able to do so, some theoretical tools may be used as well as differ-
ent simulation environments. Such simulators shall be used to implement the controller. Their
characteristics shall be discussed and investigated beforehand.
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« What can be concluded from the test results concerning the controlled system behavior?
Once the controller has been tested and implemented, the analysis of the results and their inter-
pretation is crucial to evaluate its performance, its robustness and the interest of such an innova-
tive control strategy for the reach phase of an OOS mission. The added value of this thesis to the
topic has to be assessed in order to answer the main research question.

Finally, the research sub-questions given above will be taken and answered one by one, giving to the
thesis its structure. Even if there are many challenges, the potential of the combined control concept is
great because all actuators and sensors will be used and coordinated together which may improve the
system performance and its stability. Having only one controller makes the architecture simpler and
more elegant too.

1.5. Scientific Approach and Methodology

The problem to be studied is complex. Some simplifications can be done without losing in complete-
ness. For instance, only the most important uncertainties and limitations will be implemented in the
design phase. Also, the complexity can be reduced by assuming that the number of axes of the arm
is lower than seven. The motion of the end effector could even be considered only in two dimensions
instead of three.

Because a robotic arm is mounted on the servicer satellite in RICADOS technology development project,
both space robotics and AOCS theories will be used together to complete the research objective given
in Section 1.4. Moreover, the control solution chosen must be robust. In fact, because of the extreme
environment, the constraints of the mission or simply the hardware parts, there are many uncertain-
ties, limitations and disturbances during every space mission. Thus, robust control theory will also be
studied and used in this thesis project. Two theoretical approaches will be used in order to reach the
subgoals thus the main research objective. On the one hand, a dynamics model of the whole servicer
satellite (S/C base and robotic arm combined) will be developed. On the other hand, the model will be
used to develop and implement the robust combined controller for the deployment of the space ma-
nipulator. In addition to the purely theoretical steps detailed above, other tasks must be completed
to answer the research questions hence to meet the objective. Indeed, five main steps (including the
theoretical steps) will be undertaken during this project:

« Dynamics modelling of the combined system
+ Design of the controller

« Implementation of the controller

« Test of the controller

+ Analysis of the results

During the whole thesis, the reader should remember that the controller has to run on an on-board
computer (OBC) with limited computational resources in real-time. This is one of the most challeng-
ing aspect of it. Moreover, the implementation of the controller is complex and multiple. In fact, the
objective is to integrate the controller in the satellite on the one hand so that it can complete the ma-
neuver according to the results of an on-board path-planner (which will also be implemented during
this thesis) and at the control center on the other hand such that the combined control parameters can
be sent from the console in the control room via a telecommand. The testing phase of the controller
developed and implemented will be essentially done using numerical simulations.

1.6. Outline of the Thesis

The organization of this thesis follows the steps which are taken to complete the sub-goals hence the
main research objective of the thesis. First of all, the system studied is further detailed in Chapter 2.
Some notions, conventions and some assumptions on the system will be detailed and explained. In
Chapter 3, some constraints concerning the system, the environment and the mission are given before
modelling the system in Chapter 4. In the latter, a model of the kinematics and of the dynamics of
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the system is derived and verified. Based on this model, a controller is designed after choosing the
control strategy and its architecture in Chapter 5. Once developed, the controller is tested on different
simulators which have an increasing complexity and the results are analyzed. Following this Chapter
6, some conclusions are drawn and recommendations for future works are given in Chapter 7.






Conventions and Assumptions

This chapter gives the reader the tools needed to understand this thesis. The system is detailed in
Section 4.1. The notations used hereafter are given In the next section (Section 2.2) before describing
the conventions used in Section 2.3. Finally, some assumptions are made and explained in the last
section of this chapter (Section 2.4).

2.1. Definition of the System

By definition, a robotic OOS mission is composed of two spacecraft, the servicer and the target.

In this thesis project, a KUKA LWR robotic arm is mounted on the servicer. On the one hand, the LWR
is a seven axis of rotation robotic arm. All joints have joint angle and joint torque sensors [23]. For
its control, desired joint torques are given as inputs. Fig. 2.1 shows the manipulator in its stretched
configuration. In a real OOS mission, a tool such as a gripper is mounted at the end-effector of the arm
to enable the grasping of the target. It is not shown here for the sake of clarity of the figure. However, in
the modelling of the system, the gripper is modelled as being fixed with the last joint. It has the shape
of a hand and the distance from the seventh joint to the CoM of the gripper is L,, along Z, axis. The
end-effector (EE) position corresponds to the CoM of the gripper, in its ‘'mouth’. On the other hand, the
S/C base is a cubic structure of two meters and has a mass of 1500 kg. It is controlled using actuators
such as thrusters and reaction wheels. The LWR is mounted on the upper side of the base as shown
Fig. 2.1 at point P. The first link of the arm is fixed on the base. The distance in the chaser body-fixed
reference frame from the center of mass of the base to the position where the arm is attached is:

L, =|11] inm 2.1)
0.7

The target satellite can be of various shape and size and its design in the RICADOS project is based
on the design of the target satellite in the DEOS project described in Section 1.2.1 but some further
assumptions about the thesis problem are made and detailed in Section 2.4. A circular ring is mounted
on it and part of this ring is defined as the handle which the gripper has to grasp. The target satellite is
shown Fig. 2.2.

11
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Figure 2.1: Description of the chaser satellite
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Figure 2.2: Mock-up of the chaser satellite [16]
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2.2. Notations

The following notations for vectors, matrices and derivatives will be used throughout this thesis. They
are adapted from [61] and [36].
First of all, any arbitrary three-dimensional vector v can be expressed as a combination of the basis
vectors é,, &,, and é;:

V=0,-€ +tv, & +v, & (2.2)

where vy, v, and v, are the components of v. The basis vectors are chosen to describe an orthonormal
basis. Thus, they can be writtenas: &, =[1 0 0],é,=[0 1 O0],andé; =[0 0 1]. Eq. 2.2can
then be rewritten:

D>

1
2 (2.3)

3

> O

v=[v, v vZ]-l

UX
From now on lvy‘ is referred to as a vector, and denoted by a lower case, boldface symbol.
Vz

A vector v can be derived in an arbitrary reference frame R;. If R; is described using the orthonormal
unit vectors &; , &;, and &;_, v can be written as described in Eq. 2.2. The first derivative of v with
respect to time, for instance, in R; is written:

dv,
2t 3¢

A
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In a more generic way, a vector v of n scalar variables q4, .., q,, is derived with respect to the scalar
variable q;, with k € [1; n], in the reference frame R; as follows:

iy < v,

= - @, 2.5
0qr £ oq, 23)
j=1

Furthermore, a matrix will be denoted using an upper case, boldface symbol. For example, A is an
arbitrary m X n matrix and a;; is its ijth element:

air A1z 0 Qin

_ _| @21 G2 Qo
A= [aij]mxn = . . . (26)

AGn1 Am2 - Amn

The transpose of the matrix A = [a;;] is AT = [a;;]. If A is a non singular square matrix, its inverse is
denoted A™1.

The notion of skew-symmetric matrix of a vector a will be used in this report. It is denoted as the vector
with an x as right superscript a*. It is such that:

a*b=axb (2.7)

where X is used as cross product operator and a* is defined as

0 _a3 a2
aX = a3 0 _al (28)
_az a]_ 0

Finally, a system is an operator which maps input signals to output signals. For every input signal u,
there is an output y. If the system is represented by its transfer function matrix P, then y = Pu. The
H ,,-norm for transfer function operators is defined as:

Pl = sup 6(P(jw))
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where
o(P(jw)) = maxo;(P(jw))
and
0;(P(jw)) = 4;(P(jw)PT (jw))
with

1;(A), the it" eigenvalue of a matrix A

2.3. Conventions

2.3.1. Reference Frames

Specifying the reference frame in which a vector such as a position, a velocity or an acceleration is
expressed is crucial for the correctness and the clarity of the study. It can be represented by three
orthogonal axes intersecting at the origin of the reference frame. Every reference frame is taken as
a right-handed coordinate system. The following reference frames will be used throughout this re-
port: Earth-Centered Inertial (ECI) reference frame, Local-Vertical Local-Horizontal (LVLH) reference
frame, Joint reference frames, Body-Fixed (BF) reference frames, the Links’ input and output markers
and the relative reference frame. They are described hereafter.

- Earth-Centered Inertial Reference Frames

An inertial frame is a coordinate system in which a body with zero net force acting upon it is at rest or
is moving at a constant speed in a straight line: it is not accelerating [60]. The origin of ECI coordinate
systems is at the CoM of the Earth. One example of Earth-Centered Inertial reference frame which will
be used in this thesis is the ECIJ2000. Its axes are defined as follows:

+ the x-axis X, is aligned with the mean equinox at 12:00 Terrestrial Time on 1 January 2000

+ the z-axis Z, is aligned with the Earth’s spin axis at that time
» the y-axis Y; completes the right-handed coordinate system.

In reality, the ECI frames such as the ECIJ2000 are not inertial frames, but pseudo-inertial frames. In-
deed, the center of mass of the Earth accelerates due to perturbations from other celestial bodies around
the Earth such as the Moon, the Sun and other planets of the solar system. However, the expected ef-
fect of these disturbances on the resulting motion of a satellite orbiting the Earth is small enough to be
neglected and the ECI frames can be considered as inertial frames.

» Local-Vertical Local-Horizontal Reference Frame

The LVLH coordinate system used in this thesis has its origin at the center of mass of the target satellite.
In this reference frame, the x-axis Xy, is defined along the velocity vector of the vehicle with respect to
the inertial frame and the z-axis Z;, along the position vector between the LVLH system’s origin and the
origin of the inertial frame (i.e. the Earth’s CoM). Finally, the y-axis is Y, completes the right-handed
coordinate system: it is perpendicular to the orbital plane.

An LVLH reference frame is used in this thesis to express the attitude and position between the target
satellite and the chaser. It has its origin at the (CoM) of the target satellite. It is defined and used for
practical reasons. In fact, measurements of position and attitude of the target in the inertial frame may
theoretically be used. However, for an OOS mission, the precision required for these measurements are
too high to be completed using inertial measurements with the current state of the art sensors. Mea-
suring relative position is more accurate in this case using video-tracking for instance [9]. Thus, the
position and attitude of the chaser will be expressed in the LVLH coordinate system of the target. It
must be noted that the LVLH is not fixed to the satellite but only to its CoM so that even if the target
satellite is tumbling, the axes remain oriented as described above.

Finally, this LVLH reference frame can be considered as inertial since the time between the measure-
ments and the determination of the control inputs is way smaller than the orbital period of the target.
Thus, during the deployment of the arm, the target can be assumed to be in a uniform translation.



2.3. Conventions 15

Figure 2.3: ECI and LVLH reference frames

« Joint Reference Frames

The Denavit-Hartenberg (DH) convention is often used in robotics to select and describe joints’ refer-
ence frames. A slightly modified version of it is used in this thesis to set up the set of reference frames
for the chaser satellite. They will be used for the kinematics and dynamics modelling of the system.
It consists in defining one reference frame per joint. The attitude of a reference frame R; with respect to
the reference frame R;_; is expressed using four parameters called the DH parameters. The reference
frame attached to the i*" joint is defined as follows:

« Z;_, is in the direction of the joint axis between the (i — 1)!" and i*" links.

« Xx; is parallel to the common normal of z;_; and z;.

+ y; completes the right-handed coordinate system with x; and z;.
And the DH parameters from R;_; to R; are the following:

+ a; is the angle about common normal, from z;_; to z;

« d; is the offset along z;_; between x;_; and x;

+ a; is the length along x; between z;_; and z;

« 0; is the angle about previous z;_, between x;_; and x;. According to the definition of the z-axis
of each reference frame, the ith joint angle ; is the angle of rotation around z; in the reference
frame R;.

Applying this convention to the system studied in this thesis gives the reference frames as shown Fig.
2.1 and the DH parameters listed in Table 2.1.

Table 2.1: Denavit-Hartenberg parameters for the robotic arm

Joint i | Previous link RF  Next link RF | «; [rad] d; [m] a; [m] 6; [rad]
1 Ro R4 /2 0 0 0,
2 R, R, —1/2 0 0 0,
3 R, R, —1/2 L3y + L3, 0 0,
4 R, R, /2 0 0 0,
5 §R4 ERS TT/Z L41 + L4_2 + L43 0 95
6 Rs Re —1/2 0 0 B
7 Re R, 0 0 0 6,

It is important to note that there is an extra joint 0 when the system S = {S/C+Robotic Arm} is consid-
ered. It is the fixed joint between the arm and the S/C. Also, the position of the tool center point (TCP)

in the reference frame R, = (X,,Y7,Z;) is prcp, = [0 0 L43]T. The gripper is also considered in the
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modelling. It is attached to the TCP. Its position in R, is pgg, = [0 0 Lus + L44]T.

The definition of the origins of the joint reference frames as taken here is very convenient since an anal-
ogy with a human arm can be made. Indeed, the reference frames R,, ®, and R, put together act as a
spherical joint, exactly as the shoulder does. Similarly, the origins put at Joint 4 act as the elbow and
the last one as the wrist. A human arm has however one degree of freedom which is not assigned to the
elbow nor to the wrist. It is nonetheless considered here as part of the elbow.

» Body-Fixed Reference Frames

A BF reference frame is a reference frame which is fixed to the body of the satellite and its origin is its
CoM. A BF reference is defined for both the chaser and the target. They are respectively denoted R and
Ry. The rotations around the X, Y and Z axes are respectively called roll, pitch and yaw. The rotational
equations are often described in this reference frame. When the target’s attitude is zero, the X-axis of
the target’s BF reference frame is in the opposite direction from the x-axis of the LVLH reference frame.
Its y-axis points towards the outside of the orbit, in the orbital plane. Finally, the z-axis complete the
right-handed coordinate system. This reference frame is the one used in the simulators discussed in
Chapter 6. If the attitude of the target does not vary over time, its BF reference frame would be fixed with
respect to the LVLH reference frame described above. In this reference frame, if the chaser approaches
the target from behind on its orbit, its x position is greater than zero and decreases until the rendezvous
phase is completed. Furthermore, concerning the chaser, the orientation of the axes are the same as
for the base reference frame described previously in Fig. 2.1 although the origin is not exactly the same
since the robotic arm influences the position of the system’s CoM. It means that Z. is along the first
joint’s axis of rotation and, X, and Y. respectively along Xz and Y5, the axes of the base body-fixed
reference frame. Both BF reference frames are shown Fig. 2.4.

Zc

X(‘r Chaser
Yo

Figure 2.4: Body-fixed and LVLH reference frames

« Links’ Input and Output Markers

Each link of the robotic arm has an input and an output. The input of the i*" link is the section which
is in contact with the (i — 1)*" link while its output is in contact with the (i + 1)¢"*. The markers at both
ends can be considered to facilitate the expression of the kinematics. The input and output markers
of the i*" link are noted R, and Ry, respectively. In fact, the transformation from the joint reference
frame R; to the joint reference frame R;,; can then be seen as a succession of transformations: from
the joint i (input marker of the link) to the output marker of the link and from the latter to the input
marker of the next link. The first transformation is fixed while the second one depends on the joint
angle 6;. The concept of input/output markers in robotics is detailed in [51].

2.3.2. Attitude Parametrisation

The attitude of the spacecraft is described using Euler angles. A set of Euler angles consists of three
rotations about the axes of a reference frame. These three rotations are completed following a given se-

quence. In this thesis, the sequence chosen is XY Z. If the Euler angles vector is noted §, = [¢ 6 t/)]T
in the inertial LVLH reference frame, the first rotation is a rotation of i) about the Z-axis. It gives a
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new rotated coordinate system (X’,Y’,Z"). Then a rotation of 8 about the Y'-axis, which gives the third
coordinate system (X",Y",Z") and finally a rotation of ¢ about X" -axis as shown Fig. 2.5. Any rotation
can be described by a set of Euler angles as defined here.

7,7 R
o 1 [
-
N
Yy X \Yqu

Figure 2.5: Decomposition of a rotation using Euler angles - Sequence ZXZ

2.3.3. Reference Frames Transformations

Transformations from one of the previously presented reference frame to another are crucial to model
the kinematics and/or the dynamics of such a complex system. Some of the rotation matrices are given
hereafter so that the reader can come back to it later on if needed.

« First of all, the rotation matrix from the BF reference frame to the LVLH inertial reference frame,
considering the definition of Euler angles and the convention taken, is:

Ao(80) = Rx(#)Ry(O)Rz(¥)

1 0 0 cos(@) 0 sin(@)||cos(yp) —sin(y) O
=0 cos(¢p) —sin(¢) 0 1 0 sin(yp) cos(yp) O (2.9)
0 sin(¢) cos(¢) [|—sin(8) 0 cos(6) 0 0 1

 Then, the rotation matrix from the input marker of joint i to its output marker is:

Ajink; = Rx(a;)
1 0 0
=|0 cos(a;) —sin(a;) (2.10)
0 sin(a;) cos(a;)

» Moreover, the rotation matrix from the output marker of joint i to the input marker of joint i + 1
is:

Ajoint; = Rz(6;)
cos(6;) —sin(6;) O
= |sin(8;) cos(6;) O (2.11)
0 0 1

« As said in Section 2.3.1, the rotation matrix from the i*" joint reference frame to the (i + 1)" is:
Aiiv1 = Ajoint;,, Alink;y,

2.3.4. State Variables

The system and the reference frames were defined in Sections 2.1 and 2.3 so that the state variables used
in this thesis can be described. All the state variables on which this problem relies are chaser’s states
some of which are expressed with respect to the the target BF reference frame (position and attitude of
the chaser) unless stated otherwise while others are expressed in reference frames of the system (such
as joint angles expressed in the joints reference frames). In fact, the states of the target are considered
unknown, unless they are measurable from the target, since the target may be a non-operating uncoop-
erative satellite and may not be able to communicate with ground nor with the chaser. The state vector
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of the chaser is composed of its position, its attitude, the joint angles and their derivatives. However,
all the derivatives are assumed not to be measurable.

Spacecraft Position

The position of the CoM of the system consisting in the S/C base and the robotic arm R, is given in

T
the LVLH inertial reference frame. It is decomposed as R¢, = [RCox R, Rcoz] .

Spacecraft Attitude
As described in Section 2.3.2, the attitude of the chaser is given by its Euler angle vector §,:

s=[¢ 6 v 2.12)

Joint Angles
For each axis of rotation of the manipulator, the joint angle is the rotation angle around the z-axis of
the joint reference frame. The joint angle vector can be written:

T
01 = [91 92 93 94 95 96 97] (213)

Conclusion: State Vector
Finally, the position vector of the chaser is:

R,
q=|d (2.14)

X = [‘.‘] (2.15)

2.4. Simplifications of the System

Due to the complexity of the system and the challenging thesis objective, some assumptions are taken.
They are detailed hereafter and will be considered in this thesis.

First of all, the system is assumed to be rigid. The flexible modes of joints and links are neglected in
order to reduce the number of parameters of the problem.

Because the thesis topic does not necessarily address the force and torque allocation issue and to keep
the method as generic as possible, the inputs for the control of the spacecraft will be the overall force
and torque. The allocation problem of these dynamic actions to the different actuators on board such
as reaction wheels and thrusters can be studied separately. Of course, the available overall torque and
force depend on the actuators and their location in the spacecraft. Some realistic values will be consid-
ered and given later in Section 3.

Moreover, the robotic arm is also simplified. As described in Section 2.1, the LWR is a robotic arm
with seven axes of rotation. However, only three axes of rotation will be considered thereafter. Four
joints are thus fixed. The thesis focuses on the reach phase. The final position of the end-effector is in
grasping distance but the grasping itself is not part of the studied phase. The orientation of the gripper
at the end-effector does not influence its position and is thus fixed: 6, = 0. The joints 1, 2 and 4 are
selected to be the moving joints while the others are fixed with 6; = 0. The joint angle vector defined
in Section 2.3.4 can be rewritten as:

0;=[6. 6, 0 6, 0 0 0] (2.16)

Other assumptions in terms of path-planning for instance are detailed later in this thesis (Section 5.3).



Design Considerations

As explained in Section 1.4, the objective of the thesis is to develop and implement a controller under
mission constraints. Any space mission faces many constraints due to the environment, to the hardware
and to the specifications of the mission itself. An overview of these constraints, which can be limitations,
disturbances and uncertainties, is given in this chapter without being exhaustive. Some of them are
taken from [37], [58] and [25]. In these papers, the authors give an overview of the considerations
which should be taken during the design of a space mission. Finally, not all these constraints will be
considered in this thesis for different reasons. The discussion about what constraints are considered in
the following chapters takes place in Section 3.4.

3.1. Hardware Constraints

No piece of hardware is perfectly as designed and expected. There are always uncertainties on the
dimensions of a part, on its mass or on its precise composition. Every step of its manufacturing has
uncertainties which, once added up, give its final uncertainties. When parts are assembled, these un-
certainties are adding up again such that the ideal system considered to develop a model is not exactly
the actual system. When modelling a system, one may get the uncertainties the system has such that
they can be incorporated in the design. There are uncertainties due to the design per se, but other un-
certainties are due to the modelling of the parts, of their interactions and of their evolution. Depending
on the strength of the modelling assumptions, the model developed in Chapter 4 will be more or less
complex. The less complex, the more uncertain. These uncertainties due to the modelling of the system
are called unmodelled dynamics uncertainties [55]. They can eventually be considered in the design of
the controller.

Hardware parts also have limitations. For example, the actuators cannot produce an infinitely large
thrust or torque. These limitations among others have to be considered in order to get results as real-
istic as possible. Indeed, the maximum torque or force available for the base AOCS and for the robotic
arm control will inevitably limit the achievable performance. In addition to this limitation, the actua-
tors are also submitted to their internal dynamic behavior. If a large rotation speed is commanded on
a reaction wheel, it will need some time to reach this steady-state value. It does limit once again the
performance of the controlled system because the longer it takes to get to the final rotational speed, the
less agile the satellite is. Due to the limited energy stored on-board, the required amount of energy to
complete a maneuver may not be available for the actuators immediately. In that case, even though the
command would not be greater than the actuators’ limitations, the power supply and its allocation may
constrain the achievable performance. The actuators are not the only hardware parts with limitations
which drive the performance of the controller. The computational power of the on-board computer
(OBCQ) is limited and the way it is allocated is essential for the system to work properly. The available
computational power on-board is way more limited than on ground (usually less than 30% [43]). If its
distribution is not done carefully, some computations may not be doable and may thus jeopardize the
whole mission. Also, if the computational power available to compute the control action to be com-
pleted is too low, the model used to do it will need to be more simplified thus less accurate than if the
computational power was higher. Last but not least, the operating frequency of each part in the control
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loop can be different. They highly influence the performance of the maneuver. If the overall operating
frequency is too low, the maneuver will take time and the disturbances will have a larger impact since
they will be counteracted later than if the frequency was higher. This may lead to important overshoot,
large oscillations with low damping and an overall poor performance and robustness of the system dur-
ing the deployment of the arm.

Finally, some disturbances have to considered in addition to the uncertainties and the limitations. In
the RICADOS development project, the relative position and attitude between the target and the chaser
is determined using video-tracking [9]. Moreover, the target satellite may not be operational anymore
so knowing the chaser’s position and attitude would not be enough to capture the target. In any case,
noise components are added to the output signal when measured. These cannot be avoided simply be-
cause the sensors are not ideal. The measurements of the joint angles will also have noise. It constrains
the achievable performance of the control. In fact, the different states are known within a certain range
defined based on the measurement noise so this range limits the precision of the control maneuver. For
instance, if the noise amplitude would be too large, the achievable precision would not be good enough
to reach the handle on the target satellite. Disturbance can also come from the OBC. This piece of hard-
ware is also non-ideal. Its bit error rate for instance is an important parameter. Some techniques exist
to detect the errors and to correct them such as forward error correction techniques.

3.2. Environmental Constraints

In addition to the hardware constraints presented in Section 3.1, some environmental constraints apply
to an OOS mission and other space missions [58]. These constraints are mostly uncertainties due to
the extreme conditions in space such as radiations, vacuum, temperature differences or micro-gravity.
However, it is considered that every part of the satellite is space qualified so that these constraints
are assumed to be met already. In the simulator used at DLR, micro-gravity effects on the satellites
is computed in the dynamics simulator and, as shown Fig. 1.3, two large KUKA robots are used to
physically show how the system evolves, based on the simulated relative motion between the servicer
and the target. Moreover, space environment is very harsh in terms of temperature variations. Indeed,
temperature variations are very wide between the part of the orbit during which solar energy impinges
on the satellite and the one when the satellite is in eclipse. The issue of thermal control (active and/or
passive) is assumed to have been solved in a previous stage of the project such that the AOCS engineer
does not have to take it into account. The constraints undergone by a spacecraft in space are more
detailed in [25].

3.3. Mission Constraints

The main objective of the RICADOS project is to get closer to reality by increasing the TRL of the tech-
nologies used for OOS. As explained in Section 1.2.2, a simulator was developed during the E2E project.
One of its objectives was to develop a complete ground control segment and to obey to constraints which
are not directly due to the hardware nor to the environment. For instance, encryption protocols were
implemented, a control room was set up from which all activities related to the mission control and su-
pervision are completed. Once in the control room, the difference between controlling the simulator or
areal satellite in space is very little. It means that telecommands (TC) are sent and telemetries (TM) are
received, the data collected is limited and there is no other way than processing the data on-ground to
get a physical overview of the situation in which the simulator is. Some details of the environment can
be found in [9]. Implementing a controller in this kind of advanced simulation environment requires
that everything about this controller is compatible with the simulator. Some additional uncertainties
are also implied such as delays, jitters and a lower reliability of the transmission due to the space pro-
tocols used. One objective of the thesis is to be able to comply with all the constraints of the simulator
in order to be able to implement it within the simulation environment. The simulation environment
will be further detailed in Chapter 6.

Moreover, the procedure followed in RICADOS is as described by ESA in [1]. First of all, the EPOS (Fig.
1.2) is used to simulate the approach phase of the two satellites. Then, the scenario is taken over by the
OOS-SIM once the chaser is close enough to the target, it is the park phase. It then enters the capture
phase. The phase studied in this thesis is a sub-phase of the latter. Indeed, the capture phase can be
further decomposed in four main sub-phases. The chaser first synchronizes itself with the target after
receiving a TC from ground. This synchronization can be required when the target satellite is tumbling
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for instance. In that case, the chaser shall get to the same rotation speed before extending the robotic
arm in order to minimize the risk of collision and the effort on the robot when the contact is established.
When the two satellites are synchronized, the reach phase starts, it consists in deploying the space ma-
nipulator such that the gripper is in grasping distance of the handle. Then comes the form closure, when
the gripper is closed such that the target cannot escape and finally a rigid closure sub-phase terminates
the capture phase. In this sub-phase, the gripper stiffens itself around the handle. Once the capture
phase is completed, the system is stabilized and made rigid: the two satellites move as one. Finally,
the chaser satellite can complete its servicing mission. The implementation of the controller developed
in this thesis shall be able to fit into this scenario. It means that once the end-conditions of the sync
sub-phase are completed, it shall be able to take over, complete its task and meet the end-conditions
necessary to move on to the form closure sub-phase.

Finally, another important mission constraint is due to the communication strategy chosen. The ground
control team wants as much data as possible to be able to check the correct progress of the mission but
also to send commands to the spacecraft if needed. However, the available bandwidth and communi-
cation frequency are bounded. The available bandwidth limits the quantity of data that can be sent and
received by the spacecraft from ground and vice versa. This constraint will force the maneuver not to
be extremely quick such that the ground control can still oversee the process and check that every step
is done well. Nonetheless, the duration of radio contact is a strong limitation for any maneuver as well.
Indeed, in order to be able to keep an eye on the ongoing maneuver, some data packets must be sent to
the ground and be studied by the ground control team. The latter must be able to abort the mission at
any moment if a problem is detected on ground. Because the spacecraft is not always in contact with the
same ground station, the communication with ground is lost if the maneuver is too long. The time of a
maneuver must then be lower than the time of radio contact or the maneuver must be split in different
tasks completed over different periods of radio contact.

3.4. Discussion

As precised earlier, this section covers only some of the constraints which shall be considered before
modelling the system and designing the controller. This overview is not a comprehensive list of all
the constraints. Many different constraints have already been described. However, not all of them
will be considered during this thesis for different reasons. Some, such as the ones due to the hostile
and unknown environment, are not considered because their effects during a short maneuver like the
deployment of the arm are negligible. Indeed, every part is assumed to be space qualified already.
Some other constraints are neglected because their impact is way smaller than the impact of other con-
straints. For instance, during the time of the maneuver, the effect of the solar pressure on the variation
of the spacecraft’s position is negligible compared to the noise of the measurement. In fact, the effect
of phenomena such as solar pressure, radiations or possible drag due to a non-vacuum environment
for instance have a significant impact on a long period of time compared to the maneuver studied here.
Thus it will not be considered hereafter.

Finally, the constraints which will effectively be taken into account are the following. Concerning the
actuators, the maximum and minimum torques and forces, the resolution of the measurements and
the operating frequency will be important limits and uncertainties. For the robotic arm especially, the
workspace definition (taking into consideration the parts around not to collide with) is a crucial limi-
tation. The controller shall meet the requirements given in Section 3.3 in order to be implementable in
the simulation environment at DLR. Once implemented in the simulator, the controller will be subject
to various other disturbances and its behaviour may be impacted by them. The objective of this thesis
is not to consider every single mission constraint but to develop a first version of combined controller
and show the potential of this control strategy. Of course, in further studies, wider sets of constraints
can be considered.






System Modeling

This chapter is used to give the reader some insight in the technical derivations of the model of the
system. First, technical aspects of the system are described in Section 4.1. Based on these, a model of
the kinematics of the chaser is developed (Section 4.2) before deriving a model of the system dynamics
in Section 4.3.

4.1. System Description

As described in Chapter 2, the system considered is composed of a spacecraft base on which a robotic
arm is mounted. The space manipulator has three revolute joints, each of which frees one degree of
freedom. The base of the spacecraft has six degrees of freedom. Thus, the overall system has nine.
Because the dynamics of the manipulator and of the spacecraft base are coupled, operating the arm
implies that the uncontrolled base is moving, according to Newton’s third law of motion. However,
the objective of the thesis being to control the base while the arm is operating, the S/C will be ideally
stationary with respect to the target satellite. In that case, the workspace of the space manipulator,
which is the set of positions in space which can be reached by the EE, is found using the same techniques
as for a fixed base robotic arm. Thus, the workspace can be described in the chaser body-fixed frame
as the spherical shell centered at C with outer radius R, and inner radius R;,, where:

Rin = |L3 = L4

T
c=1(0 L Ly +L;y+L and
[ o o ' 2] {Rout =Lz +1L,

and where Ly, Ly, Ly, Ls = L3; + L3y and Ly = Lyq + L4y + Lyz + Ly, are as shown Fig. 2.1. Lj is the
length of the third link of the robotic arm once the assumption of a three axes of rotation robotic arm
is taken and L, is the length of the fourth one with the gripper included.

The workspace is shown Fig. 4.1. On this figure, it is clear that if L, + L, < L5 + L,, the workspace of the
manipulator is reduced since it shall not collide with the S/C. However, having an end-effector position
required to be within the S/C is not realistic since it describes the position of the handle on the target
satellite. Thus, it is assumed that the workspace does not have to be restrained but one should keep a
critical point of view with respect to that topic when analyzing the results. Moreover, considering that
the control of the base is perfect such that the motion of the arm does not cause any motion of the base
is an assumption which will be discussed later by analyzing the results.
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Figure 4.1: Definition of the workspace (in yellow, in between the two spheres)

4.2. Modeling of the Kinematics

The kinematics of a system consists in describing the motion geometrically, without considering any
forces or torques applied on it. Studying the kinematics of the system is necessary because the de-
ployment of the robotic arm will be driven by the requested final position of the end-effector which
corresponds to the position of the handle mounted on the target satellite. However the manipulator is
controlled at joint level, meaning that joint torques are given as inputs and the joint angles are obtained
as outputs. To be able to determine the position of the end-effector, the joint angles and the geometry
of the arm are used. It is called Forward Kinematics (FK) and it is detailed in Section 4.2.1. Inversely,
when an end-effector position is requested, the joint states giving this position are computed using In-
verse Kinematics (IK). It is described in Section 4.2.2. The position of the end-effector can be given in
the inertial reference frame (IRF) or in the target BF reference frame, as defined in Section 2.3.1.

4.2.1. Forward Kinematics Derivation

The computation of the end-effector position of the arm in the IRF is based on the known position of
the spacecraft in the IRF, on its attitude and on the joint angles of the space manipulator.

As explained in Section 2.3.1, the robotic arm is described using DH convention. Based on Table 2.1,
the homogeneous transformation matrix from body i to body (i — 1), A;;_1, is derived as:

[cos(6;) —cos(a;)sin(8;) sin(a;)sin(6;) a; - cos(6;)
A (0 = sin(6;) cos(a;)cos(6;) —sin(a;)sin(6;) a; -sin(6;)
100 =" sin(a;) cos(a;) d;
0 0 0 1
a; - cos(6;)
_|Ajoint; - Atink; @i - sin(6;)
= d, (4.1)
013 1

The position of the EE in the BF reference frame of body i, R;, is noted pg,. The corresponding homo-

geneous coordinates of the EE in R; are pzz, = [Pss, 1]T. The latter can be rewritten in the RF R,
as:

PeE,, = Ag1(01) - A12(02) - Az3(03) - A34(04) - Ays(05) - As6(06) - Ag7(07) - PEE,, (4.2)

This position corresponds to the distance from the center of the workspace € and the EE. To have it in
the base RF, R, the distance from the CoM of the base, G, and C is added:

Peey = Peg, T GC (4.3)
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where GC is the distance from G to C. In fact, GC; = Ly + L; + L,. The position of the EE can also be
expressed in the IRF using the transformation:

Pee, = Tip - Peey +dip (4.4)

with d; p being the distance between the origin of the IRF and the CoM of the base and T; 3 the rotation
matrix from the base RF to the IRF.

Finally, based on the joint angles, the attitude of the spacecraft and its position with respect to the origin
of the IRF, the position of the end-effector can be computed in the IRF or in the base RF. It can also
be expressed in any other reference frames by replacing T; 5 and d,; 5 in Eq. 4.4 by the rotation matrix
from the base RF to the reference frame of interest and the distance between the origin of the RF of
interest and the base CoM respectively.

4.2.2. Inverse Kinematics Derivation and Choice of Configuration

If a certain position of the EE is required and the position of the base CoM with respect to the origin of
the IRF is known, the joint angles can be computed in order to bring the EE to the expected position.
With the assumption of a three DoF robotic arm, there are four combinations of joint angles possible for
any end-effector position within the workspace of the manipulator. The workspace of the manipulator
is defined as the set of EE positions which can be reached for a defined pose of the spacecraft.

. Derivation

The desired end-effector position can be given in both the base RF, pgg,, and the IRF, pgg,. As de-
scribed in Section 2.3.3, it can easily be expressed in the base RF. For a robotic arm with three axes of
rotation as considered in this thesis, a geometric derivation of the inverse kinematics can be completed.
For the sake of clarity, the position of the EE is first expressed in the output RF of base, R, which has
its origin P where the arm is mounted. It is noted py Eop- The orientation of these RFs are equal and

the distance between their origins, G and P, is equal to Ly. The transformation can be written:
PeEy, = PEER — Lo (4.5)

Fig. 4.2 shows the main geometric parameters used in the derivation. Even though the first revolute
joint is in reality between the first and second links of the arm, it is modelled as being at the interface
between the arm and the base to make the derivation clearer. The latter is not influenced by this change.

Z ,

Figure 4.2: Geometric representation of the system
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The projection of the end-effector position on all axes of the reference frame gives:

Xggo, = Xppy = (b1 + bz) - cos(6,)
YEEo, = YeEp — Lo, = (b1 + bp) - sin(6;) (4.6)
ZEEOB = ZEEB - LOZ = L1 + L2 + L3 . COS(Qz) + L4_ . COS(HZ + 94)

and
bl = L3 . Sin(gz)
{bz = L4_ . Sin(gz + 84_) (47)
so that it can be written:

Xggo, = (L3 sin(6,) + Ly - sin(f, + 6,)) - cos(6,)
Veko, = (La - sin(82) + Ly - sin(6; + 64)) - sin(6;) (4.8)
ZEEg, = Ly + Ly + L3 cos(0,)+ Ly -cos(6, + 6,)

The combination ((1)2 + (2)? + ((3) — (L1 + L;))?) of the equations in Eq. 4.8 gives:

xbz“EoB + yl%EOB + (Zpgy, — (L1 + L3))? = (L3 - sin(6;) + Ly - sin(6; + 6,))?
+ (Lg - cos(83) + Ly - cos(0, + 6,))?

=L5+15
+ 2Ly Ly (sin(6,) - sin(6, + 6,) + cos(6,) - cos(6, + 6,))
= L% + Li +2- L3 . L4_ . COS(94) (49)
Thus
2 2 2_ g2 _ g2
XEgy, t VEEy, T (ZEE,, — (L1 +L2))" — L3 — L3
cos(B,) = B B 2 4.10
() T (4.10)
and it is known that:
sin(6,) = +4/1 — cos?(6,)
The latter gives two possibilities:
0F = atan2(sin(8,),cos(6,)) @.11)
0, = atan2(—sin(8,),cos(6,)) :

The first one, when sin(6,) > 0, gives a configuration in which the elbow is up ('u’) whereas the second
one describes a solution with the elbow down ('d’) as shown Fig. 4.3. This figure shows 'u’ configura-
tions in the left column and ’d’ configurations in the right one. Moreover

bl + bz = xéEoB + yEZEOB = (L3 COS(Qz) + L4_ COS(GZ + 94))2 (412)

Now, following the definitions of sine and cosine:

XEE,
cos(61) = £
(61) + [ibe,, +Vhe,,
. ves,. (4.13)
sin(0y) = Te=—"—
**EEog TVEEQ,
)
0f = atan2(Ygg, , Xer,, )
o B B (4.14)
67 = atan?(—yEEOB, _xEEoB)
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These two configurations correspond to different rotations around Z-axis. 8; corresponds to the con-
figuration in which, after the rotation, the rotation of the second joint is positive (in the sense of the
conventions taken and presented in Fig. 4.2) to reach the required end-effector position. This con-
figuration is called 'front’ (f for short). Similarly, 6; corresponds to the configuration in which the
rotation of the second joint is negative, it is described as the configuration back’ (b’). These names
are physically related to Fig. 4.3 in which the first and second rows respectively depict the ' and 'b’
configurations. Also, based on Eq. 4.6:

cos(81) * Xpg,, +5i0(01)  Yeg,, = (cos?(6;) + sin®(61)) - (b1 + by)
= (L3 . Sin(GZ) + L4 . Sin(ez + 04)) (415)

or the following trigonometric identity is known:
sin(f, + 8,) = sin(6;) - cos(6,) + cos(6,) - sin(6,)

so, if the latter is replaced in Eq. 4.15, one gets:

cos(8,) - XEEq, T sin(6,) - YEEo, = L3 sin(6,) + Ly sin(6;) cos(04) + Ly cos(6,) sin(6,) 416
ZEEo, ~ (L +Ly) = L3 cos(0;) + Ly(cos(8;) cos(8,) — sin(B;) sin(6,)) (4.16)
thus, rewriting the second equation of this system gives:
ZEEOB - (L1 + Lz) = COS(Qz) . (L3 + L4 COS(94)) - L4_ Sin(94) Sin(@z) (417)
The previous equations imply the following equation:
Lysin(6577) Ly + Lycos(8)| [005(92)] _ [eos(6f* ) - xge,, +sin(65"7) - yeg,, (4.18)
Ly + Lycos(8,) —Lysin(0S™ )| [sin(62) Zggo, — (L1 + Lz) '

which is equivalent to a linear system such as A-x = b. It can then be solved (A assumed to be invertible)
and:

x=A1.b (4.19)

Because there are two solutions for 8,, two solutions for 6, and because 8, is a combination of the two,
there are four different solutions for 6,. Fig. 4.3 describes these four solutions for a given end-effector
position.
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Figure 4.3: Four solutions of joint angles triplets to achieve a given end-effector position

The four solutions which can be called front-up (*fu’), back-up (bu’), front-down (’fd’) and back-down
(’bd’). The last joint angle 6, can be generally described as:

oL — atan2(sin(SP0), cos (5700 (4.20)

meaning that there are four solutions, combinations of (r,1) and (d,u).

- Choice of configuration

To achieve the end-effector position required, one of the four configurations detailed previously must
be chosen. The strategy to select the configuration is free to choose. The optimal choice of configuration
has not yet been implemented. There are several methods possible to choose the optimal set of joint
angles computed using the inverse kinematics. One of which is detailed hereafter.

First of all, the current joint angles are given as inputs 8, to the algorithm as well as the expected final
end-effector position pgg,,, . The four configurations - 6, 6., 8.3 and 8, - are derived and the sets
of angles are compared to the input set. Instead of choosing the set which is the closest to the current
configuration of the arm in terms of angles, an energy-based optimization can be conducted. In fact, if
the energy is not considered, the resulting motion to reach the required end-effector position may not
be optimal. Indeed, there may be a case in which one configuration consists in completing a very small
rotation for the first joint and larger ones for the second and third joints and another configuration may
dictate a large rotation of the first joint and small ones for the two other joints, with an overall rotation
smaller than for the previous one. However, if the first joint requires a way larger amount of energy to
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rotate than the two other joints, the first configuration may lead to a lower amount of energy required
to achieve the target position. Each joint i consumes a defined amount of energy per degree E;. This
value, for each joint, can be used as a weighting factor. The weighted angle motion for all three joints
are then added and their sum can be taken as a rating criterion Cg: the lower the criterion, the more
efficient the motion to reach the expected end-effector position.

Coo = ) Moy, - E;
i

=A9¢k1 'E1+A0Ck2 ‘Ez +A9Ck4 'E4 (421)

where k = {1,2,3,4} is the configuration considered. Finally, the set 8, ; chosen is such that:

(4.22)

Cp= min C
57 e(1,2,3,4) "

k
In a later stage of the RICADOS technology development project at DLR, a study for obstacle avoid-
ance will be conducted and it will also influence the choice of configuration because the most efficient
sequence of rotations to reach the handle (final EE position) may require to go through obstacles. To
avoid collisions, the different configurations will be studied with respect to a map referencing the obsta-
cles in the vicinity of the chaser (e.g. an appendage on the target satellite) and the ones going through
obstacles will be dismissed.

In the RICADOS simulator, the choice of configuration during the inverse kinematics is based on the
amplitude of the change required to reach each of the four configurations. The lower the sum of the

change on each joint angle, the better the set of joint angles. This algorithm will then be used when the
controller will be implemented in this simulation environment (Chapter 6).

4.2.3. Verification of the Kinematics Model

The objective of this section is to verify that the results of the forward and inverse kinematics described
in the previous sections give correct results.

On the one hand, an end-effector position could be given as input, used to compute the inverse kine-
matics to obtain the joint angles and to compute the forward kinematics using this set of joint angles. If
the resulting end-effector position of the forward kinematics is the same as the initial position given as
input, both the FK and the IK are considered correct. Of course, this is possible only because the meth-
ods implemented for the FK and for the IK are different. If one would have been to take the inverse of
the other, this verification method may have been sound but not valid for sure. However, the aim of
the validation is to test this loop for many tests. Since the possible end-effector position is limited by
the workspace of the robotic arm, random test values of positions is not optimal.

On the other hand, the joint angles vector can be given as input. The corresponding end-effector posi-
tion is then derived using FK. And the loop is closed by running the IK using this position. If the final
set of joint angles given as output of the IK is equal to the one given as input initially, then the results
are correct. However, this is doable only if the right configuration of the joints is taken as described in
Section 4.2.2. Since the choice of configuration has not been implemented at this stage, an additional
step is used in the verification procedure: the set of joint angles is used to run the FK once again and
if the final end-effector position p; is equal to the one obtained previously p,, then the FK and the IK
are verified. Indeed, two totally different methods were used so coherent results must induce that both
methods are coherent. This procedure is detailed using a block diagram (Fig. 4.4).

This verification can be considered valid only if a large number of tests (N large) are proven to be suc-
cessful. N was taken equal to ten thousand during the verification phase of the forward and inverse
kinematics developed in previous sections. The differences along all three components of the initial
and final end-effector positions, respectively pzz y and pg E,,» Were computed resulting in a vector Apgg;.
The norm of the latter was taken and its maximum over the N tests corresponds to the worst case sce-
nario. The vectors norm can be compared, as shown Fig. 4.5. The criterion for each test i, C,,,, used
and plotted in this figure can be described as:

Cpi = ”ApEEi” = ||pEE2i - pEEli (4.23)
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‘ Verified ‘ ‘Not verified

Figure 4.4: Block diagram for the verification of the FK and IK

1016 Verification of the forward and inverse kinematics
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——— Maximum norm difference| |
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Figure 4.5: Norm of C,,, for i € [1: N] and N = 10000

Fig. 4.5 shows that the largest difference obtained over the N tests is 8.88 - 10~1®m. This value is small
and close to the floating-point relative accuracy (which is eps = 2.22 - 1071°). It can be considered as
a numerical error. Thus, according to the verification procedure described earlier in this section, the
algorithms used to derive the forward and inverse kinematics are verified.
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4.3. Modeling of the Dynamics

4.3.1. Forward Dynamics Derivation

Developing a model for the forward dynamics (FD) of the system is necessary in order to establish a
relationship between the efforts applied to the system (i.e. the force on the spacecraft base, the torque at
the center of mass of the base and the joint torques applied at each torque) and the motion of the system
resulting from these forces using the accelerations which are equivalent to the second derivatives of the
state vector q given previously 2.3.4. For the derivation of the model, some parameters are used. They
are described Fig. 4.6.

X7 9,

Figure 4.6: Representation of the system and definition of important parameters

Because of the complexity of the system, the dynamics derivation is conducted based on the Lagrangian
mechanics. If the kinetic energy of the system is noted T and the potential energy of the system V, then
the non-relativistic Lagrangian L is expressed as L = T — V. Using the notation Q as the vector of
generalized forces as detailed above, the Lagrange’s equations of the first kind can be written:

% (aa_;L) - (;3_;1 = Qll i = 1! '")N (4.24)

where N is the system degrees of freedom i.e the number of components of the state vector and gq;, ¢;
and Q; are the i" components of q (Eq. 2.15), q and Q respectively.

Eq. 4.24 can be simplified in the case studied. Indeed, a typical manoeuvre of an on-orbit servicing
satellite is of relatively short length and duration so the effects of microgravity and orbital mechanics
are negligible compared to control forces Q. The motion of the satellite can then be considered with
respect to an in-orbit inertial reference frame and the system potential energy is constant. Moreover,
the zero point of the potential energy is arbitrary. Finally, the constant is taken equal to zero in the
actual configuration and the Eq. 4.24 becomes:

& (57) = 9 =0 i=LeN (4.25)
Based on Moosavian and Papadopoulos’ derivations [45] , the equations of motion are obtained:

H(8,0)d + C(8,,8,,0,0) = Q(8,,0) (4.26)
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Q are the generalized forces (N x 1 vector) and can be written as:

=0 loni ‘ = Jou (4.27)
Tgx1

« Of_ the net force applied on the spacecraft

where:

« On, the net torque applied on the spacecraft
* Tgxq the vector of joint torques (K being the number of joints)
* Joisan N x N Jacobian matrix (detailed later on)

The matrix H is the total mass matrix of the system (N x N) while Cis an N X 1 vector containing all the
non-linear terms. Their expressions are derived in [45] and give the following results:

N
dR oR 09w or or L) kdw
=M. oy 0 +E My ——k - C"+ LI AR ,")+
dq; 0q; aq; an dq; 0q; 9q; aq;

k=1

N N
arck aRCO Z arck aRCO
m . + m . 4.28
kz=1 , aq; aClj k aClj aq; ( )

and C can be written as:

C(8y,8,,0,0) = C1(8,,8,,0,0)q + C,(8,,68,,0,0) (4.29)
where
S o 9?Re, L0wy | Cowg 00wy
W 0q \Lidgsdq; )T 0 0 aq; T T 04,04,
aRCO'i - N azrckq . N azkcoq i(m arck)+
9q; &\ Lidqs0q; |\ Lidgsdg | L\ 9g;
N
arck azrck kawk kawk kaZ
m . 7. |+ — I, - + w1, - — 4.30
kzl “oq; \Lidqsaq; )" aq;, K Taq; T KTk aqiaqj (4-30)
= s=1
and
N
9w kow
C2i=— w0'10_0+zwk‘lk'—k (431)
aq; = aq;

In the equations of H, C; and C,, some parameters appear and need to be defined. First of all, the
angular velocities of the spacecraft and of the k" link are w, and w; respectively. The angular velocity
of any link k of the system can be derived as:

W = o + Z 0,2,k =1,.,N,, (4.32)

i=1

with N,,, being the number of links of the arm considered (N,,, = 3 here), 8, the joint angle rate around
z;, the unit vector along the axis of rotation of the i*" joint.

Moreover, the derivatives of the angular velocities of the different parts of the system are taken with
respect to the generalized coordinates and their derivatives in these equations. More precisely, these
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derivations are taken in different frames specified using a superscript. When there is none, the frame
in which the derivation is done is the inertial frame. For example, ¥dw,/dq; is the derivative of w; with
respect to g; taken in the k reference frame. To do so, w has to be expressed in that reference frame:

k-1
ko, = Al 1 A2 —1-A,1S080 + Z(A£—1,kA£—2,k—1---Ag,s+1eszs) + 6,2, (4.33)

s=1

where A;_,; is the rotation matrix between the i*" the (i — 1)** body-fixed reference frames and the
vectors z; are unit vectors along the axis of rotation of the i*" expressed in the it" body-fixed reference
frame. The different derivatives of the angular velocities - such as *dw,,/dq; - can be derived symboli-
cally from the expression given in Eq. 4.33.

Also, r, is defined as the distance between the spacecraft CoM and the CoM of link k. Based on Fig.
4.6, the expression of this distance is:

k-1
re, =To+ Z(rk L) -l,i=1,.,N, (4.34)
i=1

In the latter, 1; and r;, describe the position of joints k (the previous one) and k + 1 (the next one) with
respect to the center of mass of the link k, C,,. Similarly, r, describes the position of the first joint with
respect to the spacecraft CoM.

Using Eq. 4.43, the angular velocity can be expressed as a function of the Euler rates. Thus Eq. 4.31
can be rewritten as:

C,(8,,60,0,0) = C,(8,,8,,0,0)q (4.35)
and Eq. 4.29 as follows:
C(8y,8,,0,0) = C3(8,,8,,0,0)q (4.36)
Where . . . . . .
C3(8,80,0,0) = C,(8y,8,,0,0) + C,(8,,8,,0,0) (4.37)

Itisimportant to note that the previous transformation of C,, hence the expression of C5, are not unique.
To illustrate this statement, the example of a spacecraft without any manipulator can be taken (thus a
system with six degrees of freedom). In that case and with the assumption that the inertia tensor of the
base is a diagonal matrix with the same diagonal terms J, then, the overall C matrix can be written:

0

0

0
J6 cos(6)
—]gb}p cos(6)
Jp8 cos(8)

The focus can be put on the three last components, which are the rotational components, for the sake
of clarity. For instance, it is clear that:

(4.38)

[ J46 cos(6)
Crot = —]d)l/) cos(6)
| J$O cos(0)
[0 J cos(0) 0 1[4]
= 0 0 —Jpcos(0)]|6
6 cos(0) 0 0 [[¥]
[ 0 0 ) cos(@)_ qS
= [—J3 cos(H) 0 0 6 (4.39)
0 Jé cos(9) 0 ||y
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There are in that case eight different possibilities to factorize the equation. Eq. 4.26 is then equivalent
to:
H(8,,8)d + C3(8,,8,,6,6)q = Q(8,6) (4.40)

in which, based on Eq. 4.27, Q can be written using the Jacobian matrix J,.

To 03x3  O3xg
]Q = [03x3 Sg 03k (4.41)
Okx3  Ozxz  1gxk

where
i TO = 13

* S, describes the relationship between the angular rates into Euler rates [17] such that:

®w, =S, (89) & (4.42)
where
cos(8) -cos(yp) sin(yp) O
So = [—cos(8) -sin(yp) cos(yp) O (4.43)
sin(8) 0o 1

At the end, the system of equations of motion 4.40 is obtained. It is a general non-linear model of the
system dynamics. The design of the controller is based on the matrices H, C; and J,. However, these
matrices have to be constant because only one controller will be developed and it is assumed not to be a
time-varying one. Thus, the matrices, dependant on &,, §,, @ and 8, have to be considered in a certain
configuration, as detailed in Section 4.3.3. Because it is not unique, the factorization of C, by &, will
influence the results and the behaviour of the linearized system.

4.3.2. Verification of the Dynamics Model

The method developed here based on [45] is very powerful when studying such a complex system.
Having a symbolic model of the system is very handy since it can be saved and variations in terms
of system specifications can be easily implemented. The dynamics is also developed in such a way
that it is straightforward to develop the state-space model of the system as will be shown in Section
4.3.3. However, the results obtained shall first be verified. To do so, a second method based on the
Lagrangian mechanics is first developed and then a simplified system with six DoF is modeled using
Newton’s mechanics and it is compared with a model based on the method described in 4.3.1.

- Modeling based on the Direct Derivation of the Lagrangian

The second method, called the direct method, used to derive a model of the dynamics of the system
is also based on the Lagrangian mechanics i.e. it starts with the computation of the non-relativistic
Lagrangian L. However, this second modeling method directly replaces L (which is equal to the kinetic
energy T in this case) in Eq. 4.25 and computes the different terms of the equation. Once derived, the
terms are ordered such that the results are comparable: the ones dependent on the second derivative
of q are taken apart such that the matrices H and C from Eq. 4.25 can be written. Because the deriva-
tion in this second method of the equations of motion is very direct, the equations are larger than in
the first method, in which they were reduced in size thanks to the optimization of the equations de-
tailed by Moosavian and Papadopoulos. Thus, comparing the symbolic expressions is not conveniently
doable. Numerical comparisons are run instead. For each comparison, a set of paramet