
Topic Classification of Publications
Identifying publication topics based on existing journals

Dayoung Lim

Supervisor(s): Diomidis Spinellis, Georgios Gousios

1EEMCS, Delft University of Technology, The Netherlands

A Thesis Submitted to EEMCS Faculty Delft University of Technology,
In Partial Fulfilment of the Requirements

For the Bachelor of Computer Science and Engineering
January 29, 2024

Name of the student: Dayoung Lim
Final project course: CSE3000 Research Project
Thesis committee: Diomidis Spinellis, Georgios Gousios, Koen Langendoen

An electronic version of this thesis is available at http://repository.tudelft.nl/.



Abstract
Accurate topic classification is crucial in the sci-
entific community when it comes to finding rele-
vant journals. However, the efficiency and accuracy
of topic classification of publications do not seem
to be at its best performance, especially with the
fast-paced rise in the quantity of research papers.
Our research aims to address this problem by uti-
lizing state-of-the-art (SOTA) methods. We chose
the ’April 2022 Crossref’ data set for the research,
as Alexandria3k, the tool utilized for querying on
the open data set, is tested on the same data. We
stratified 50,000 data that have title, abstract, and
work names, which are the roughly assigned top-
ics. SOTA methods chosen for feature extraction
and classification models are OpenAI Embeddings
and XGBoost. Our research shows that this com-
bination of SOTA methods has the potential to im-
prove the performance of current topic classifica-
tion of publications.

1 Introduction
Researchers are actively working on a solution to effectively
query and select relevant literature [25], [10]. This is an
important research topic, especially for the science commu-
nity, as the pursuit of knowledge relies heavily on existing
journals. Researchers depend on existing journals to iden-
tify emerging trends, recognize gaps in knowledge, and ad-
dress them for scientific advancement. While the volume of
published research grows exponentially, lack of transparency,
repeatability, technical constraints in algorithms, along with
poor management of journal database [24] led to increasing
difficulty in searching relevant scientific journals efficiently.

An approach to addressing the inefficiencies in journal
searching is the accurate identification of publication topics.
Esha Datta [5], for instance, researches methods to automate
journal subject classification using different combinations of
methods. However, due to the limited data points available
for the research, the study was not able to achieve the de-
sired level of accuracy. This outcome highlights a common
challenge in such research: the efficiency of multi-label clas-
sification relies on the data sets used. In addition to this, topic
classification research is done for a specific subject area, like
the medical field [8], [21]. In our research, we do not limit the
data to a specific field of study except for the fact that they are
scientific publications. This is more challenging work due to
the wide range of topics, yet it is a more reasonable approach
for the problem we are solving as common tools used for re-
searchers, such as Google Scholar, also consist of journals
from various fields.

This paper ultimately aims to answer the following ques-
tion: ”How can publication topics be identified and matched
based on existing journal topic values?” Our research focuses
on advancing the method of topic classification for scientific
publications using state-of-the-art (SOTA) feature extraction
and supervised machine learning approaches. To achieve this,
we utilize Alexandria3k (A3k), a command-line tool to per-
form relational queries on an open metadata set [23].

The report consists of five sections. In section 2, we begin
by analyzing existing works on the topic in depth and iden-
tify a knowledge gap to be solved through this research. With
the analysis, section 3 discusses the methods used for the re-
search in detail and how this can lead to an improvement in
the existing field. Using the mentioned methods, the research
is conducted, and its results are evaluated in section 4. Sec-
tion 5 elaborates on the overall implications and limitations
of the study based on the results. Following the discussions,
section 6 reflects on the ethical implications that the research
might have. Lastly, section 7 gives suggestions of how the
research can be developed further.

2 Related Works
Classification works have been researched from as early as
the 1960s [14] due to their useful applications in various
fields. Many researchers have examined the different classifi-
cation models with feature extraction techniques to discover
the optimal combination for specific applications. In order
to apply appropriate methods for the topic classification task,
acknowledging and understanding existing works is crucial.

2.1 Classification Models
Significant research has been dedicated to developing effec-
tive models for topic detection within given texts. This in-
cludes traditional methods such as Naive Bayes (NB) and
Support Vector Machine (SVM) [26] as well as the ones from
recent advancements in deep learning like Bidirectional En-
coder Representations from Transformers (BERT) [14].

While traditional text classification models have shown
promising results in most cases, they do not perform the best
in multi-label classification on large data sets. SVM, for in-
stance, is shown to be computationally expensive and less ef-
fective, especially on imbalanced data sets [2]. Meanwhile,
deep learning models perform well on multi-label classifi-
cation with large data sets, but they also encounter compu-
tational challenges. Furthermore, existing research on topic
classification mainly uses full documents, which can be ex-
pensive, or a lot of short text-based classification works are
sentence-based, which would be difficult to represent the con-
tent of the whole publication for instance.

As an approach to balancing computational cost and per-
formance, this study has chosen to focus on using abstracts
and titles. Furthermore, considering the size of the data set of
Crossref (160GB) and that the task is multi-label classifica-
tion, it is important to consider the scalability and efficiency
of a model. As a result, SOTA eXtreme Gradient Boosting
(XGBoost) has been investigated in [22].

2.2 Feature Extraction
Traditional models often utilize feature extraction techniques
like Term Frequency-Inverse Document Frequency (TF-IDF)
and Word2Vec for model performance improvement [20]:

• TF-IDF [4]: term t, document d, total number of docu-
ments N, number of documents containing term t df

TF (t, d) = number of times t appears in d
total number of terms in d

IDF (t) = log N
1+df

TF − IDF = TF (t, d) ∗ IDF (t)



• Word2Vec: Represents words as dense vectors, where
semantically similar words are mapped to nearby points
in the vector space.

Despite the frequent use of these methods in many research
[1], [17], there are crucial limitations. For instance, TF-IDF
cannot perform semantic analysis, as it only considers the fre-
quency of a term. On the other hand, Word2Vec can conduct
semantic analysis but is not optimal for multilingual datasets
and struggles with newly encountered words [3].

The SOTA in this domain is represented by OpenAI Em-
beddings, offering advanced semantic analysis capabilities
[12], [15], along with high efficiency, speed, and relatively
low cost. However, as it is not a free tool, there is limited
research on using it for topic classification.

2.3 Knowledge Gap
Similar works for topic classifications have been researched
using various methods, including the ones mentioned in pre-
vious section, on different applications. This includes topic
identification for news articles [6] and social media [13].

For multi-label classification on publications, the works
have been done on full documents, which can be costly, or on
bibliometric features [11]. One of the most relevant research
is done specifically in the biomedical field [21]. For instance,
A. Deepika and N. Radha conducted research on an abstract-
based classification, where they achieved 94% accuracy [8].
The main difference that is important to note, however, is that
we use a multilingual dataset of publications across any sci-
entific domain as well as we aim to perform a multi-label
classification, whereas the Deepika and Radha’s work primar-
ily focuses on English-based journals that are specific to the
biomedical and life sciences fields.

Esha Dotta [5], as mentioned before, performed topic
classification research in an automated way. The study
mainly compares the combination of different methods: TF-
IDF + Linear Support Vector Classification, Embeddings
(SciBERT) + Linear Support Vector Classification, and Ope-
nAI LLM + sentence completion. This study provides an
overview of classifying publications based on the titles of
journals and articles. A title-based approach can be cost-
efficient; however, as the research conclusion also suggests,
using more data, such as a full document, can lead to a dif-
ferent result. Our research utilizes more information than just
the title of the data set: abstract and title.

3 Methodology
Based on existing works and in-depth research, we use Ope-
nAI Embeddings and the XGBoost combination to classify
publications. Crossref data set, specifically the April 2022
version, is used as A3k has been tested against it [23]. This
data set contains information about a varying corpus of jour-
nals in multiple languages across different fields of study, and
a number of journals already have topics assigned that are
based on Scorpus topic values, making it an ideal data set for
topic classification. The overall workflow is shown in figure
1, and each step is discussed in this section. Technical imple-
mentation of each steps can be found in Github [7].

Figure 1: Workflow of the research

3.1 Data Preparation
As the Crossref data set contains various information, includ-
ing those that are not related to the research, as can be seen
in Appendix A, separate data selection step is performed.
Among the information existing in Crossref, we use the ti-
tle, abstract, and work names of the journals for the research.
The reason why these fields were chosen can be explained as
follows:

• The title provides a brief overview of what the publica-
tion is about. There are works done around topic classi-
fication based on the title, which has been shown to be
one of the most effective ways to do a classification [18].

• The abstract contains a summary of major findings from
the research; hence, it contains keywords and terms that
are relevant to topic finding.

• Work names contain the topic(s) for some journals. This
data is the ground truth to be trained and tested against
throughout the research.

Selecting all data that has these three elements mentioned
above results in 10,663,104 data points. We performed sev-
eral initial runs to compare the performance of OpenAI Em-
beddings and XGBoost with low cost as well as using differ-
ent features to select for the final run. For this, we selected
10,000 data within 50 topic values. For the final run, we used
stratification technique to sample 50,000 data points as con-
ducting the research on 10M data is costly. Stratification tech-
nique is where a random amount of sample is taken for each
stratum, which would work names in our research, while pre-
serving the proportion of the stratum equal to the original data
set [16].

With the selected data, a cleaning process is done for the
abstract in order to reduce the noise of the data. As it can be
seen from table 1, there are elements that are not relevant for
understanding the abstract content.

Abstract
<jats:p>The subgenus includes P. exanthematica exan-
thematica (Scopoli, 1763) ... <jats:p>
<jats:title>Abstract</jats:title><jats:p>Routine silvi-
cultural practices continue ... <jats:p>
<jats:p>El presente trabajo de investigación intenta
poner de manifiesto... </jats:p>

Table 1: Example abstracts before data cleaning

As OpenAI Embeddings can perform semantic analysis,
data cleaning is relatively simpler compared to existing work



on other feature extraction models. Other feature extraction
models require lowercase, stemming, and the removal of all
punctuation. However, these steps for our research can result
in different contextual meanings resulting in worse semantic
understanding. It is also important to note that, as Crossref
is a multilingual data set, performing certain data cleaning
steps, such as removing punctuation, can differ the meaning
of the text, it is not performed. Instead, we proceed with other
standard data cleaning processes, such as removing HTML
tags, LaTex artefacts, and URLs, normalizing white space,
and trimming leading and trailing white space. In addition to
this, Crossref contains abstracts with the term ’abstract’ in the
beginning to further clarify that the upcoming sentences are
part of an abstract. This, however, is unnecessary as it does
not add meaning to the content of the abstract. Therefore,
this word has been removed. Table 2 shows how the abstract
has been cleaned following the mentioned steps compared to
table 1.

Abstract
The subgenus includes P. exanthematica exanthematica
(Scopoli, 1763) ...
Routine silvicultural practices continue ...
El presente trabajo de investigación intenta poner de man-
ifiesto ...

Table 2: Example abstracts after data cleaning

3.2 Data Embedding
To convert the data into machine-understandable language, an
embedding step is needed. In our research, the OpenAI Em-
beddings, specifically the text-embedding-ada-002 model, is
used. The main reason for this choice is because it provides
semantic analysis, which we expect to perform better than
previous feature extraction techniques, which are based on
bags or words [27]. Furthermore, this embedding model pro-
vides support for multilingual data sets, unlike the previous
versions, and is transformer-based [19].

The input for OpenAI Embeddings needs to be one string.
As the study uses both the title and the abstract of publica-
tions, a step to combine these fields for each data point into
one string is needed. As this embedding model understands
texts based on context, a simple step of adding ’title:’ and ’ab-
stract:’ and combining them would be sufficient. An example
of this can be seen in table 3. The labels, in the meantime,
are created by splitting the work names data into comma-
symbols.

Title Abstract
Species of the sub-
genus Psacasta s. ...

The subgenus includes P. ex-
anthematica exanthematica
(Scopoli, 1763) ...

Effects of Thinning
and Herbicide Treat-
ments on ...

Routine silvicultural practices
continue ...

El cambio de nivel:
todo un desafı́o

El presente trabajo de investi-
gación intenta poner de mani-
fiesto...

Title + Abstract
title: Species of the subgenus Psacasta s. ... abstract:
The subgenus includes P. exanthematica exanthematica
(Scopoli, 1763) ...
title: Effects of Thinning and Herbicide Treatments on ...
abstract: Routine silvicultural practices continue ...
title: El cambio de nivel: todo un desafı́o abstract: El pre-
sente trabajo de investigación intenta poner de manifiesto
...

Table 3: Example combined input for OpenAI Embeddings

For the initial run, it costed $0.2 while it for stratified sam-
ple, it costed roughly $2.8. This cost can be predicted based
on the token estimation method provided by OpenAI [19].

3.3 Model Training
The results from the OpenAI Embeddings step are used by
XGBoost to train and test its performance for topic classifi-
cation. The data set is split in such a way that 80% is used
for training and the remaining for testing. With the split data
set, the training data utilizes scikit-learn’s OneVSRestClas-
sifier for multi-label classification along with XGBClassifier
provided by XGBoost. XGBClassifier consists of several key
hyper-parameters:

• Objective specifies the learning objective. For this re-
search, it is set as ’binary:logistic’ which implies logistic
regression for binary classification and outputs probabil-
ity [9].

• The eval metric is an evaluation metric for the valida-
tion data and is set based on the objective. For the ’bi-
nary:logistic’ objective, the ’logloss’ eval metric is com-
monly used, and we also use this specific one.

• eta is a learning rate that ranges between 0 and 1. The
default is 0.3.

• n estimators is the number of boosting rounds for the
gradient boosting model, and the default is set to 100.

• max depth is the maximum depth of the tree. The value
of max depth starts at 0, and there is no limit. However,
the higher the number, the more complex the model gets
and the higher the probability of overfitting [9].

GridSearchCV is used for tuning these hyper-parameters.
The parameter grid for tuning the final run is ’eta: 0.0001, 0.3,
0.5, 0.8’, ’n estimators: 50, 100, 500, 1000’, and ’max depth:
3, 6, 16, 20’. Running the grid search on this parameter
grid resulted in 0.8, 1000, and 20 as optimal values for eta,
n estimators, and max depth for the stratified data.

4 Results
For the initial runs, we had two rounds of comparison. Firstly,
we compared the performance of the combination of OpenAI
Embeddings and XGBoost to a baseline method, BM25 and
XGBoost. The result was that our method performed slightly
better than BM25, where the weighted f1 score was 0.56 and
0.51, respectively. After this, a comparison of different fields
chosen for the classification was mainly researched into, for



instance, selecting only abstract or title + author + abstract
or title + abstract. The results were evaluated using weighted
f1, and for further understanding, the micro-average precision
and recall have been taken into account.
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Figure 2: Performance comparison of initial runs with different fea-
tures and the final run

As it can be seen from figure 2’s initial runs, overall the
performance of choosing only the abstract performed better
in terms of weighted f1. However, for the abstract and ti-
tle combination, despite weighted f1 showing slightly lower
performance than the other two, its micro-average precision
is significantly high. This implies that when the model pre-
dicts, then the outcome is highly likely to be correct. One of
the reasons why precision is high but recall is low could have
been caused by the label imbalance as well as the inaccurate
representation of the data set. As a result, we decided to use
abstract and title features for the larger set of data, along with
stratification sampling technique. These decisions were made
to ensure accurate representation of the original data set and
to increase the possibility of enhanced recall performance.

Figure 2’s last result shows the final results for running
our chosen methods. Each of the evaluation metric scores of
weighted f1, micro-average precision, and micro-average re-
call showed 0.88, 0.99, and 0.8. These are significantly higher
scores than the initial run on an unstratified 10,000 data set
with 50 topic values. The detailed analysis and discussion
are written in section 5.

5 Discussion
The results of the research are important to discuss in order to
critically reflect on what they convey in terms of answering
the research question. Furthermore, by acknowledging the
limitations of the work, future researchers will be able to take
into consideration how the research can be improved.

5.1 Result Analysis
As it can be seen from figure 2, the performance difference
between the initial setup and the final has shown a drastic dif-
ference. This could be due to several factors. The following
paragraphs discuss these possible reasons and what the results
imply in relation to the research question we have.

One of the factors that could have caused a significant dif-
ference is the quantity and quality of the data. As mentioned
earlier, initial data limits the topic values to be represented
at 50, whereas in the actual run on samples, we made sure
that all topic values are included. Furthermore, the amount of
data we used increased from 10,000 to 50,000, meaning there
is more data for the model to be trained on for better perfor-
mance. Along with these, the main important factor is the
usage of the sampling technique. Instead of choosing random
works within the 50 topic values, we were able to accurately
represent the original data by stratifying. This is another fac-
tor why the sample size increased, such that there is more data
to reflect on the increased topic values.

The results reflect the importance of quality and quantity of
data. Moreover, the combination of OpenAI Embeddings and
XGBoost showed promising results. Considering A. Deepika
and N. Radha using abstract achieved around 0.95 weighted
f1 score [8] on English only and non-multi-label classifica-
tion, our result of 0.88 weighted f1, 0.99 precision, and 0.8
recall is a comparable figure. Especially with 0.99 precision,
it is hopeful for a better result when using the method with
the whole Crossref data set. With the consideration of limita-
tions discussed in the following subsection and related future
works suggested, our proposed method has room for even bet-
ter results than it is at the moment.

5.2 Limitations
The main limitation of this research is its high computational
cost. This includes the physical cost that is incurred by using
OpenAI Embeddings and the time it takes to work through the
whole process. Due to this, the full Crossref data set was not
used, but only a stratified sample was. As mentioned earlier,
the quantity of data also affects the outcome. Furthermore,
despite each topic being represented in the actual experiment,
there is no consideration of representing different languages
in the stratification method. The larger the data set, the higher
the chance of including more data for different languages.

Continuing with the cost limitation, it is important to ac-
knowledge that the research is only performed on the Cross-
ref data set. This implies that the method is not tested against
a random collection of data. Even if this method performed
well in this research, that does not imply that this particular
topic classification method would work on other sets of data,
and vice versa.

Another limitation to notice is that the correctness of the
original data set has not been checked. Even if it is a public
data set, it is possible that there are a few where the topics
are misclassified. The verification process was not performed
due to the time limitation. There are 10M relevant pieces of
data, and it is difficult to go through them one by one. There
are different ways to solve this problem and one of them is
discussed in section 7.

6 Responsible Research
The research contains several ethical aspects, particularly bi-
ases, that could have affected the results. It is important
to critically reflect on them and be aware of them in order
to thoroughly understand the steps we have taken for topic



classification. In addition to this, the reproducibility of our
method is discussed in order to ensure the research is done
responsibly.

6.1 Ethical Aspects
A number of biases arise from the nature of the Crossref data
set. The data set is predominantly in English, implying that
there is significantly less data for the model to learn and train
to predict correctly for non-English publications. This can
lead to inaccurate topic classification for the languages that
are not represented enough. Similarly, the Crossref data set
contains journals from varying fields, and the representation
of each topic is imbalanced. As a result, a selection bias can
exist for overrepresented topics. Along with the characteris-
tics of the data set, it is important to note that the research has
only been tested on Crossref; hence, the performance of the
procedures done might not show similar results with different
data sets.

Along with the characteristics of the Crossref data set,
OpenAI embedded systems have their own limitations regard-
ing biases. According to OpenAI, it has been detected that
”the models encode social biases such as stereotypes or nega-
tive sentiment towards certain groups” [19]. This could have
affected the embedding procedure where it interprets natu-
ral languages, where social biases might come into play, and
encodes into embedding. Furthermore, the different conven-
tions of titles and abstracts could have affected the extraction
of topics, making the accuracy of the classification lower.

6.2 Reproducibility
The data set used, the ’April 2022 Public Data File’ from
Crossref, is publicly available. However, due to the size of
the data set, it can be difficult to reproduce. Our GitHub
repository [7] contains instructions on how to get the data and
prepare them for consecutive steps of the research. In order
to reproduce the research steps, it is recommended to have
around 160GB of storage available for the data set itself.

As mentioned earlier, the source code is available on the
GitHub repository, which is accessible to everyone. The
repository includes files of codes for steps described in sec-
tion 3, evaluation methods, and instructions on how to run
them to obtain the results. However, the intermediate results
are not included due to size limit of files from GitHub.

7 Future Work
To improve the research results further based on the limita-
tions discussed earlier, verification of the methods on differ-
ent conditions is needed. Some of the ways to perform this
can be testing the methods on different data sets other than
Crossref is advised, performing verification after classifying
works without work names, or manually comparing the out-
come that does not match with topics already in Crossref after
classifying. This would require two raters and a referee, and
these roles can be selected within the group. A way of deter-
mining the sample size is by using Cochran’s formula.

Furthermore, when working on a similar research, take into
consideration that working with the full Crossref data has the
potential to give more insight to the research. However, it can

be costly, which is why we used the stratification sampling
technique instead. Hence, if the resources allow, using the
full data set can be an option.

Lastly, as of January 25, 2024, a new embedding models
’text-embedding-3-small’ and ’text-embedding-3-large’ have
been announced for release, which have stronger performance
than the model that we currently use [28]. This can be used
for further improvement in the performance of topic classifi-
cation.

8 Conclusion
With the difficulties that researchers are facing with regards to
searching relevant journals due to poor classification of pub-
lications, we have conducted research on the question: How
can publication topics be identified and matched based on
existing journal topic values? The research started with iden-
tifying the problem, existing related works, and knowledge
gaps, preparing data in a way to ensure the best outcome,
choosing appropriate methods, evaluating the results and dis-
cussing the limitations.

Existing works regarding topic classification have mainly
two reasons why they are not suitable for our research: tra-
ditional models like Support Vector Machine do give promis-
ing results but are not optimal for multi-label classification,
and recent models like Bidirectional Encoder Representations
from Transformers are computationally expensive. Consid-
ering that Crossref is multilingual metadata, state-of-the art
feature extraction tool and classification model like OpenAI
Embeddings and XGBoost are chosen for the research.

After identifying the knowledge gap and deciding on the
tools to be used for the research, the data preparation step was
performed. We started with 10,000 data with 50 work names
to compare OpenAI and XGBoost combination to the BM25
and XGBoost combination. OpenAI has shown a slightly bet-
ter weighted f1. Based on the result, we compared the re-
sults of selecting different features and decided to proceed
the research with abstract and title as the features. Based on
the results, we used stratification sampling technique to get
50,000 data that included title, abstract, and work names from
the whole data set. After sampling, data cleaning process in-
cluding removing HTML tags, LaTex artefacts, and handling
white spaces was performed. Prepared data was then pro-
cessed via OpenAI Embeddings, with title and abstract rep-
resented in one string. The results were used by XGBoost to
train and test the labels. By tuning the hyper-parameters using
GridSearchCV, we ensured that the best result was obtained.

The results of our methods are promising, giving 0.88,
0.99, and 0.8 for each weighted f1, micro-averaged precision,
and micro-averaged recall. The performance improved sig-
nificantly with the increase in the amount of data used for the
research and the usage of the stratification sampling method
to accurately represent the original data set.

Despite the methods showing promising results, it is im-
portant to consider that the research has not done a verifica-
tion of the methods on different data sets other than Crossref
and works without topic values. Future works can include
solving these limitations as well as making use of the newer
model for OpenAI Embeddings: text-embedding-3-small and



text-embedding-3-large.
Overall, our research on using SOTA tools, like OpenAI

and the XGBoost combination, has shown to be an assuring
answer to the research question. Meanwhile, by consider-
ing the limitations and future works mentioned earlier, our
research also has the potential to improve for better perfor-
mance.
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Appendix
A Crossref Schema
This is the data schema of Crossref data set. It consists of the tables and columns of the Crossref.

Figure 3: Crossref Schema [23]
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