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Abstract

Extra-Tropical Cyclones (ETCs) are major storm system ruling and influencing the atmospheric structure at
mid-latitudes. These events are usually characterized by strong winds and heavy precipitation and cause con-
siderable storm surges with threatening wave systems for coastal regions. The possibility to simulate these
storms or to increase the amount of significant data available is crucial to optimize risk assessment and risk
management for construction projects and territorial plans which might get damaged by events of this kind.
The project addresses the possibility to learn the distribution of cyclones atmospheric fields of pressure, wind
and precipitation in the North Atlantic by training a Generative Adversarial Network (GAN). The ETCs tracks
are extracted from the ERA5 reanalysis dataset in the domain with boundaries 0°-90°N, 70°W-20°E and pe-
riod going from 1°7 January 1979 to 1% January 2020. A GAN tries to learn the distribution of a training set
based on a game theoretic scenario where two network competes against each other, the generator and the
discriminator. The former is trained to generate new examples which are plausible and similar to the real
ones by having as input a vector of random Gaussian values. The random vectors domain is called latent
space. The latter learns to distinguish whether an example is coming from the dataset distribution or not.
The competition set by the game scenario makes the network improve until the counterfeits are indistin-
guishable form the original. The generative models trained on the ETCs dataset are validated to understand
if they are able to generate new samples of fields presenting similar atmospheric characteristics to those of
the original dataset. To train the GAN two different loss function are considered, the Wasserstein distance and
the Cramer distance. The Crameér Gan (CGAN) shows better performance in representing the distribution of
the atmospheric fields, generating images that on average look similar to the original ones. The Wasserstein
GAN (WGAN) behaviour shows poor performance in representing the precipitation in general, but it is able
to similarly reproduce the values distribution for what concerns pressure and wind. The images generated
by the WGAN have many differences compared to the original ones and are very blurry with particular data
structures that looks like artefacts built by the network. The atmospheric structure of the images generated
by the CGAN is investigated by considering 4 cyclones as case study and comparing the frames of their tracks
to those of synthetic tracks generated by linear interpolation. The linear interpolation is performed between
the random vectors generating the most similar images to the initial and final snapshot of the original track.
The interpolated images show interesting features in the similarity with the original track, which suggest that
the network has learned a representation of the ETCs fields that is promising for further investigation.
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Introduction

Extra-tropical Cyclones (ETCs) are main weather features of the mid-latitudes, where they play an important
role in the hydrological cycle (Cotton and Anthes (2011)). The warm conveyor belts associated with these cy-
clones, which are airstreams of warm and moist air rising from the boundary layer to the troposphere along
the cyclone’s warm front, produce around half of the precipitation during winter in middle and high lati-
tudes (Eckhardt et al. (2004)). Coastal regions in the northern and mid-Atlantic can experience more than
20 extra-tropical storms every year (Service (2019)). Because of their spatial extension and the variability of
their characteristics in space and time a variety of clouds and mesoscale precipitation systems can be found
within these storms. In fact, ETCs also impact the global energy balance and may also produce a wide range
of severe weather (Cotton and Anthes (2011)). Often their passage is associated with strong winds and tem-
perature changes (Ulbrich et al. (2009)). Extra-tropical storm intensity and size can vary significantly, they
can bring calm weather with moderate and scattered rain and surface winds of 16-32 kilometers per hour, or
they can bring cold temperatures and severe weather with torrential rain and wind exceeding 120 kilometers
per hour (Service (2019)).

Intense mid-latitudes storms represent a considerable threat for infrastructures, services and inhabitants of
the middle and high latitudes. Not only for the high speed winds or the heavy rainfall they transport but also
for their influence on oceans’ phenomena. In fact, consequences of ETCs could be wave systems with serious
wave height and energy transport and/or storm surges. Especially the shorelines are exposed to this natural
hazards. The most extreme single-basin floods are known to be caused by ETCs, but also multi-basin flooding
has been shown to be linked with this mid-latitudes systems (De Luca et al. (2017), Lavers et al. (2011)).

The chance to perform simulations of ETCs would be very helpful both for forecasting events which could
impact production and population both for extreme events analysis and risk assessment for design and plan-
ning. Thanks to reanalysis data and algorithms of identification and tracking for ETCs nowadays decent
datasets can be utilized, especially for the North Atlantic. However to increase the goodness of estimation
and to reduce the errors, the possibility to have a bigger dataset is very tempting. Generating synthetic cy-
clones’ fields using a simulation tool will rather increase the amount of data available. Methods to achieve
this are lacking in literature, especially for the extreme complexity of representing the mid-latitudes cyclones.
In the scientific literature there are many more examples and studies on simulation of Tropical Cyclones (TCs)
rather then ETCs. As a matter of fact examples of ETCs’ simulation are rare to find and they are always cir-
cumscribed to specific region around the globe. That is because ETCs are extremely complicated to represent
in a parametric simulation and the reasons are different. They are much more common features of the at-
mosphere than the TCs so because of their higher frequency of appearance they are difficult to separate as
a specific event from the climatological evolution of the atmosphere. They can range considerably in size,
having the smallest cyclones with diameters of about 100 kilometers and the biggest with diameters higher
than 1000 kilometers. Their shape and their structure can be diverse, also because they are often asymmet-
ric. Their velocity of propagation can vary significantly from an event to another but also during a cyclone’s
life cycle. The weather fronts involved with ETCs brings other complications in their representations. In
fact, event if a general structure of the fronts can be described, the habitual presence of two different kinds
of fronts (warm and cold) which usually evolve into an occluded front, involves different weather conditions
and brings instability to the atmospheric state. Even though is known which are the fronts involved is difficult
to locate them and predict their evolution along with the rainfall connected to this atmospheric features. So,
the variability of cyclones’ characteristics along their evolution makes it complicated to simulate their devel-
opment in space and time knowing the initial state conditions. In addition, the variability in their structural
features and in the atmospheric state related to them makes it complicated to represent them using a set of
summary parameters.

Because of the previously listed characteristics, opting for a parameterized representations of ETCs involves
different problems and finding a set of physical meaning parameters seems particularly difficult for such an
event. Opting for a method which does not consider a set of parameter defined a priori to represent and
generate mid-latitudes storms fields looks like a more promising and easier approach to model such phe-
nomena. Instead of having an engineering approach where is the modeler who defines a representation for
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the atmospheric events, let the model learn by itself the structure underlying ETCs.

The intuition behind this project is to use a method able itself to learn the representation of such a complex
class of events instead of having someone to codify it. For this reason, the representation-learning ability of
deep learning methods is explored. Deep learning methods are believed to be able to learn the representation
of the ETCs’ related fields of pressure, wind and precipitation. The data used in the project are extracted from
the ERAS5 reanalysis dataset of the European Centre for Medium-Range Weather Forecasts (ECMWF) and the
domain considered covers most of the North Atlantic and the European continent. Because of the extension
of the domain and the structure of the data the atmospheric variables fields can be treated as images. Each
grid point which is part of the domain is a pixel containing the values of the atmospheric variables at that lo-
cation. The images might have a singular channel if one variable at time is considered in the representation,
or they might present more than one channel if more than one variable is considered. We will refer to the first
case as single-field representation and to the latter as multi-field representation. In the last five years a partic-
ular framework of deep learning has been very successful with image generation, the Generative Adversarial
Network (GAN) (Goodfellow et al. (2014)). This class of network suits the application because given a training
set, the algorithm learns to generate new data that have similar statistics to the data in the training set. GANs
are generative methods able to learn the statistical distribution underlying the training data. Once they have
learned it, they can generate a new sample of data which is different from the original one but comes from
the same distribution. The purpose of this project is to verify if a GAN, trained on a sufficient number of
storms fields, is able to reproduce new fields that have never occurred in the past but present an atmospheric
structure similar to the originals. By consequence the research objective of the thesis is the following:

"Train a Generative Adversarial Network to generate synthetic fields of pressure, wind and precipitation for
Extra-Tropical Cyclones events in the North Atlantic."

The learning framework of a GAN relies on and adversarial competition between two networks, a genera-
tor and a discriminator. The discriminator is trained to distinguish a data coming from the training sample
(real) and a data coming from the generated one (fake). The generator learns to make samples which deceive
the discriminator. The training progresses until the discriminator is not able to distinguish a real sample
from a generated one anymore (Goodfellow et al. (2016)). The generator creates the synthetic data example
starting from an input vector containing multiple random values extracted from a Gaussian distribution, the
space from which the random noise is extracted is called latent space. Since the data are images is convenient
to choose a Convolutional Neural Network (CNN) as architecture of the two networks (LeCun et al. (2015)).
Since their introduction in 2014 by Goodfellow et al. (2014) new architectures and frameworks of training
have been introduced to improve the quality of images generation with GANs. Different studies have focused
especially on the creation of new images of human faces, so representing people which actually do not exist,
and the results obtained are very impressive (Karras et al. (2017), Karras et al. (2018), Karras et al. (2020), Liu
and Tuzel (2016), Radford et al. (2015)). GANs have been also adopted to perform deep learning application
concerning videos both for recognition tasks (e.g. action classification) and video generation tasks (e.g. fu-
ture prediction). GAN models are able to generate frames of videos which have fairly realistic dynamics and
motions and can capture the videos complexity and diversity (Clark et al. (2019), Vondrick et al. (2016)). How-
ever, GAN suffer from instability during training, mode collapse and they have difficulties in the generation
of high resolution images. To try to avoid this issues in this application a particular architecture is consid-
ered, the Progressive Growing GAN (PGGAN) (Karras et al. (2017)). This recent method relies on training the
network by increasing the resolution step by step, so the first iterations along the training data are done with
low resolution and as the training continues the images resolution increases. In this way the network is able
to first learn large scale structure and after shifts to low scale details, avoiding to learn all features simultane-
ously.

GANSs’ breakthroughs with images and frames generation has found a fertile environment to develop also
in the meteorological forecasting field. Because of its ability to learn the distribution underlying the training
data, its ability to handle images and the promising results in predicting the following frame given a pre-
vious states GANs have been applied for different purposes in atmospheric science problems. Cheng et al.
(2020) applied GANs to eliminate artifacts in the down-scaling process from high-resolution climate predic-
tion. Schmidt et al. (2020) adopted the GAN architecture to generate cloud reflectance fields conditioned on
large scale meteorological variables. Bihlo (2020) trained a GAN to predict fields of atmospheric variables
for the next 24 hours over Europe. Ruttgers et al. (2019) trained a GAN to predict track of typhoons using
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satellite images and meteorological data from a reanalysis database. Considering the development of GAN
architectures and the training frameworks arose in recent years the purpose of this project represents just
the first step in the direction of a more powerful tool. Starting from the resolution of the images used for the
training up until implementing a deeper architectures for ETCs forecasting. In fact, the images considered in
the project have 64x64 resolution, mainly because of training stability and lack of time to progress on higher
resolutions for a thesis work. The model proposed tries to generate new fields of storms in the North Atlantic,
but what about generating new tracks? That is even more interesting. However the problem complicates
further because of the entry of the temporal aspect of the event and because of data availability. In fact, it
is important to always keep in mind that this kind of networks necessitates of very large training dataset to
output relevant results. For example, in Ruttgers et al. (2019) they used a total of 5’000’000 images. Another
possible step is to combine a GAN model with another network to produce forecast of ETCs, which is similar
to the work of Liu and Lee (2020). The authors considers the problem of weather forecasting as a video frame
prediction problem and implement a model that utilises the Conditional GAN (CGAN) and the Convolutional
LSTM (Conv-LSTM) to produce weather forecasts and handle the uncertainty in future frame prediction. A
similar framework involving the GAN trained in this project could be organized for cyclones prediction, where
a predictive learning module such a Conv-LSTM is coupled with the PGGAN to try to solve the difficulties that
both the networks have in handling meteorological data. Training the GAN on ETCs tracks by implementing
sequential modelling is a very interesting and valid development of the project. However it falls outside the
time and the workload for a Thesis proposal. The focus of the project is predominantly oriented on analyzing
the GAN representation ability of ETCs considering both the statistical distribution of the variables and the
the atmospheric structure. A positive validation according to this aspects is very promising for further devel-
opment of the network in learning the cyclone track evolution.

The project aims to address 4 main research questions, considering the influence of multi-channel images on
the network training and the relationship between the latent space and the generated fields structure. Multi-
field representation is investigated to understand if processing information concurrently helps the network
to learn better the atmospheric structure, in this case the network is trained on multi-channel images where
every channel corresponds to one of the variables. The latent space is examined to verify if there relationship
between vectors and images generation is stable and meaningful for what concern the atmospheric struc-
ture. A stable relationship means that latent space vectors belonging to the same region show similar storm
situations and that by moving coherently in the latent space physically meaningful situation are generated.
The latter means that by going from a vector generating a known situation to another vector generating a
known storm conditions it is expected that the intermediate vectors generate physically meaning fields with
conditions related to the known ones. The main research questions that will be addressed are:

1. Is it possible to generate meaningful ETCs’ atmospheric variable fields using a Progressive Growing
GAN?

2. Can the combination of different variable fields improve the PGGAN learning of the atmospheric struc-
ture during ETCs?

3. How to verify consistency in the generated synthetic ETC fields? Is similarity in statistical distribution a
good indicator? Is it possible to evaluate the atmospheric physical structure with quantitative metrics
or just by qualitative comments?

4. How are latent space values influencing the generation of ETC fields? Is the relationship between latent
space vectors and image generation stable and respecting the physical structure of the data?

This research is performed as graduation project for the Master in Civil Engineering at Delft University of
Technology in cooperation with Deltares. Before moving directly straight to the project implementation, in
chapter 1 are reported the necessary literature and theory background to better understand the project. It
involves ETCs representation, structure and tracking, the activity of such events in the North Atlantic and
a review of the basic concepts of deep learning, together with a more accurate explanation of the networks
involved in this project. In chapter 2 the dataset utilized to train the network and the domain are presented,
while in the following chapter 3, the architecture of the network and the training framework are discussed. In
chapter 4 are shown the results obtained from the generator models trained on different atmospheric vari-
ables. The section comprehends also comments on the methods utilized in the project and how they have
influenced the results, considering also previous work of GANs on images, and recommendations for future
developments involving GAN and ETCs fields generation.






Literature study and theoretical
background

ETCs are dominant weather systems of the mid-latitudes, along their paths they produce strong winds, pre-
cipitation and temperature changes. Information on cyclones’ characteristics and paths are important to
characterize the climate of a certain region but also to understand the variations of the local weather (Ulbrich
et al. (2009)).

ETCs play a central role in the transport of heat and moisture from the tropics region to the polar regions.
In fact, changes in frequency and in intensity for this kind of phenomena has a big impact on the climate of
mid-latitudes (Bartholy et al. (2006)). To give and idea of their influence, according to Fraedrich et al. (1986),
more than two-thirds of the precipitation during winter over Europe originate from the frontal systems of less
than 15 cyclones. They can be considered a key resource for water supply in the sub-tropics region, but also
they are linked with many natural hazard occurring at middle and high latitudes (wind damage, precipitation
related flooding, storm surges and marine storminess) (Neu et al. (2013)). Thus, an analysis of cyclones ac-
tivity and the possibility of evaluating their impacts on a certain region has a crucial value for risk assessment.

Machine learning has become increasingly utilized in the last two decades and the results achieved by its
methods for a vast variety of problems are stunning. In the modern society machine learning is involved
in different applications: web searches, recommendations on e-commerce websites, content filtering on so-
cial networks, identification of objects in images, transcription of speech into text and many others. A lot of
these applications uses a class of techniques known as deep learning. Deep learning methods are a class of
representation-learning models which decompose the problem of representation in multiple simpler levels,
this is done by concatenating simple but non-linear modules where each is able to bring the representation
from one level to a higher, more abstract one (LeCun et al. (2015)).

This chapter contains the necessary background information and the literature review for this MSc project.
ETCs’ definition and cycle of formation will be first discussed, together with the conceptual models used to
describe such phenomena. Section 1.2 presents the methods adopted to identify and characterise ETCs. In
section 1.3, the climatology and cyclones activity trends in the North Atlantic will be reviewed. In section 1.4,
the structure of a deep learning algorithm is discussed. The section focuses on Convolutional Neural Net-
works and Generative Adversarial Networks, which are the two architectures employed in the project. To give
a better idea on what is the advancement of neural network application in the meteorological fields some
interesting examples will be discussed in section 1.5. Because cyclones identification and tracking algorithm
were considered to create the ETCs dataset but not applied in the end, a review of this methods can be found
in the Appendix.

1.1. Extra-tropical cyclone definition, formation and evolution

With the term extra-tropical cyclone a type of storm system is identified, these storms are formed in middle
or high latitudes, in regions of large horizontal temperature variations called frontal zones (editors of Ency-
clopaedia Britannica (2020)). ETCs often contain a cold front that extends toward the equator for hundred
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miles (Merriam-Webster (2020)).

The middle-latitude atmosphere is characterized by large-scale horizontal temperature gradients and by
westerly winds that normally increase with height throughout the troposphere. The gradients are driven in-
exorably by differential radiative heating between high and low latitudes while the winds are a consequence
of the thermal wind relationship (Cotton and Anthes (2011)). Most of the time the poleward decrease of tem-
perature is not uniform, instead it is usually concentrated in tight baroclinic zones or fronts. ETCs develop in
these baroclinic zones because the polar fronts become unstable to wavelike perturbations (Charney (1947),
Cotton and Anthes (2011)).

Extensive studies of ETCs over the past seventy years have led to a definition of different conceptual models
that describe the structure and evolution of this atmospheric phenomenon (Semple (2003)). The structure
and evolution was first described by the Norwegian cyclone model, which characterize the storm as viewed
from the surface (Bjerknes and Solberg (1922)). Because of some inconsistencies between observations and
the Norwegian cyclone model during the years the model has been refined different times and a new concep-
tual model was developed by Shapiro and Keyser (1990). Taking into account surface observations, satellite
imagery, radar data and model output Browning and Roberts (1990) also described the structural evolution of
an extra-tropical cyclone. They identified and described the evolution of cyclonic flows, which are the warm
conveyor belt, the cold conveyor belt and the dry intrusion. However, different analysis of the structure and
evolution of ETCs suggests that there is no universal cycle of ETCs but some general characteristics can be
identified (Ulbrich et al. (2009)). Dacre et al. (2012) tries to identify them by introducing a tool which explores
average characteristics of a cyclones’ sample (section 1.1.4).

The initiation or strengthening of cyclonic circulation is described by the term cyclogenesis, while the broader
evolution of the cyclone (its formation, deepening, occluding and filling up) is collectively referred to as its
life cycle (Semple (2003)). The first step in describing a cyclonic depressions once it has been recognized is to
identify inside its boundaries the frontal regions across which temperature, winds, cloud and precipitation
are observed to vary. A front can be defined as a boundary region between two air masses with contrasting
thermal and humidity characteristics (Semple (2003)).

Historically the study of mid-latitudes cyclones has been done following two different ways. Single-body
cyclogenesis if it is assumed that cyclones develop from a single element in the synoptic scale flow, like a dis-
turbance in the baroclinic region (section 1.1.1 and 1.1.2). Multi-body cyclogenesis assumes that cyclones are
a consequence of the interactions between different disturbances in the synoptic scale flow (section 1.1.3)
(Semple (2003)).

Independently from the model the advancement in technology in satellite imagery have made possible to
identify cloud signature of the cyclogenesis (Semple (2003)). Cloud development in an ETCs starts with a
band of dense and stratiform clouds mainly located on the cold size of the surface frotns (Fig. 1.1, stage 1).
This frontal clouds are produced by the ascending air coming from the warm side of the front. North of the
warm front the precipitation is widespread. With the cyclone’s development the cloud layer expands to the
west and southwest of the surface low centre (Fig. 1.1, stage 2). Together with the stratiform layer surround-
ing the fronts they form the head of the comma cloud (Fig. 1.1, stages 1 and 2). [h]The extension towards west
and southwest continues with the development of the cyclone and produce shallow stratiform cloud within
the boundary layer (Fig. 1.1, stage 3). Toghether with it a cloud-free region develops an intrude the cloud-
head region. Finally the entire system becomes a large swirl of cloud surrounding the low centre (Carlson
(1980), Semple (2003)).

1.1.1. Norwegian Cyclone model

The Norwegian model was developed almost 100 years ago and still remains useful as a simplified conceptual
model, it is usually referred as the classical cyclone model (Cotton and Anthes (2011)).

Examining weather data from archive of the meteorological institutes in Norway, Sweden and Denmark Bjerk-
nes (1919) highlights the characteristic features of the surface flow of a moving cyclone and of the Norwegian
model. Every shifting cyclone has two lines of convergence which are distinguished by thermal properties.
The first one lies on the right side of the cyclone’s path and comes in to the centre from the front. The second
one comes in from the rear of the cyclone and lies on the left side of the cyclone’s path. They are respectively
called steering line and squall line (Bjerknes (1919)). In Figure 1.2 a schematic representation of the Norwe-
gian model and its flow structure is shown.

The two lines, because at the border of different air masses are intimately related to the distribution of tem-
perature. The passage of the steering line will cause an increase of temperature, having warm air to the left
(warm front). The passage of the squall line will cause a decrease of temperature, having cold air to the left
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Stage 2: Stage 1 :
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of cloud canopy. upper & middle layer

clouds.

Surtace
Warm front

Stage 3:
Thin layer cloud
within boundary layer.

Cloud-free region Surface
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Figure 1.1: Evolution of cloud distribution in a developing cyclone (Semple (2003)).

(cold front) (Bjerknes (1919)).

Considering Figure 1.2 the characteristics features at the surface of a moving cyclone are: (a) a flow towards
the centre of the cyclone following a spiral direction; (b) two lines of convergence which corresponds to a cold
and a warm front; and (c) an air mass south of the cyclone centre called warm sector, because of the higher
temperatures in respect of other cyclone’s region (Volkert (1999)).

b £ Warmp sector

Figure 1.2: Lines of flow in a moving cyclone (Bjerknes (1919)).

Further development of the Norwegian model results in the evolution structure shown in Figure 1.3. Step I
represents the development of the frontal wave at its beginning phase due to wavelike perturbations in the
baroclinic region. Step II represents the development of the two fronts and the warm sector until the cyclone
reaches its mature cyclogenesis phase (Step III) where the central pressure is at its minimum and the pressure
gradient is the most steep. Step IV is the final frontal occlusion phase, north of the occluded front a seclusion
of warm air from the warm sector can be find which remains trapped during the occlusion process (Cotton
and Anthes (2011)).

The Norwegian model also includes a description of the vertical structure of the warm and cold front and the
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Figure 1.3: The Norwegian frontal cyclone model (Bjerknes and Solberg (1922)).

precipitation and the clouds associated with them (Fig. 1.4) (Cotton and Anthes (2011)). From the observa-
tions a practical rule was obtained, however is not always exact. The areas of small deflection of the wind
from the gradient are generally areas of fast upward movement, the area of great deflection are generally ar-
eas of slow upward or even down ward movement (Bjerknes (1919)). The smallest deflections (fast upward
movements) are found in the warm sector, while outside of it there are only slow upward movements or even
descending in the rear of the cyclone. As all the most considerable part of the ascending motions is origi-
nating from the ground in the warm sector, cloudiness and precipitation are mainly involved there (Bjerknes
(1919)). The ascension of the warm air will extend precipitation and cloud areas beyond the steering line, like
the warm front representation in Figure 1.4. The rainfall over the cold area behind the squall line comes from
the warm air lifted by the advancing cold wedge. The ascending motion will be rather strong, but its effect will
not be perceived far behind the line, since there are no higher clouds occurring the squall surface is expected
not to reach higher strata (Bjerknes (1919)).

Warm air

Figure 1.4: Vertical cross section through an idealized mid-latitude cyclone, according to the Norwegian cyclone model (Houze Jr. and
Hobbs (1982)).
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1.1.2. Shapiro-Keyser model

Observational studies after Bjerknes and Solberg (1922) indicated that the cyclone and the frontal structures
were not always continuous from the surface to the upper atmosphere and that different dynamics were
involved from upper- and lower-level fronts (Cotton and Anthes (2011)). Shapiro and Keyser (1990) proposed
modifications to the Norwegian Cyclone model. This model takes the single-body approach and defines four
basic phases of a cyclone in its life cycle (Semple (2003)). The ETCs starts developing from a a continuous and
broad baroclinic front (Fig. 1.51). As the cyclone develops in the vicinity of the centre there is a frontal fracture,
and the cold front separates from the warm front and enters into the warm sector air (Fig. 1.5II). While the
cold front moves eastward into the warm sector, the warm front develops in the west direction. This extension
of the warm front starts to wrap around to the rear of the cyclone driven by the cold, northerly flow and forms
the bent-back front. This front has the structure of a warm front and not that of an occluded front as in the
Norwegian model. To indicate the cold front that is oriented perpendicular to the bent-back extension of the
warm front the term T-bone is used (Fig. 1.5III). In the phase of maximum intensity the warm-core frontal
seclusion is formed. The cold front moves further east of the cyclone centre and together with the bent-back
warm front start encircling the low and trap relatively warm air at the centre of the cyclone. This seclusion is
formed within the polar air and does not include air originating from the warm sector, unlike the Norwegian
model suggests (Fig. 1.5IV) (Cotton and Anthes (2011), Semple (2003)).

Figure 1.5: The life cycle of the marine extratropical cyclone. Upper: sea-level pressure, solid lines; front, bold lines; and cloud signature,
shaded. Lower: temperature, solid lines; cold and warm air currents, solid and dashed arrows, respectively (Shapiro and Keyser (1990)).

Despite the model proposed by Shapiro and Keyser (1990) could be considered as an improvement of the
Norwegian Cyclone model formulated by Bjerknes and Solberg (1922), different studies have highlight how
depending on the characteristics of the storm and the location one models could be more appropriate than
the other. Also, the best choice seems to be that of taking into account both model if the development of ETCs
is examined (Cotton and Anthes (2011)).
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1.1.3. The Conveyor Belt Model

Single-body approaches usually miss some of the crucial aspects in a cyclone’s development and structure,
while it is considered that multi-body approach give a more complete picture of these system (Semple (2003)).
In the conveyor belt model the purpose is to relate the mesoscale clouds and precipitation features observed
in ETCs to commonly observed airstreams or conveyor belts in these storms (Cotton and Anthes (2011)).
The term conveyor belt defines the large-scale motion of air along an isentropic surfaces, which is a surface
of constant potential temperature where air ascends/descends adiabatically (Semple (2003)). In an extra-
tropical cyclone there are two kind of conveyor belt classified according to the relative temperature of the air
flowing within them: the Warm Conveyor Belt (WCB) and the Cold Conveyor Belt (CCB) (Fig. 1.6). Browning
and Roberts (1990) define the first one as a strong, rather well defined and often main rain-producing flow
of air with high wet-bulb potential temperature that advances polewards ahead of the cold front within mid-
latitude. The latter is defined as air ahead of and beneath the warm front which, relative to the advancing
system, flows rapidly rearwards around the poleward side of the low centre (Browning and Roberts (1990)).

Figure 1.6: Two major airflows in a cyclonic system: the warm and cold conveyor belt (Semple (2003)).

The warm conveyor belt originates at low-levels in the southeast region of the storm and flows northward
and westward, once it reaches the warm front it rises above it. If the the air in the WCB eventually reaches the
upper troposphere, it turn antiyclonically to the northeast direction (Carlson (1980), Semple (2003)). If the
air inside the WCB in convectively unstable the lifting will produce convective clouds, precipitation systems
like rain-bands and severe thunderstorms. If the air inside the WCB is completely stable the lifting will lead
to extensive layers of stratiform clouds, including nimbostratus (Cotton and Anthes (2011)). Most of the time
the air is unstable in the low-levels in the warm sector and stable in the upper-levels of the cool sector north
of the warm front. For this reason, in the warm sector is most probable to find convective clouds and precip-
itation systems while in the cold sector stratiform clouds and precipitation are more likely to happen (Cotton
and Anthes (2011)).

The cold conveyor belt originates at low-levels in the northeast region ahead of a warm front of a developing
cyclone and flows westward underneath the WCB travelling poleward above it. The CCB then rises following a
lower isentropic surface than that of WCB and emerges north of the surface low. If it ascends enough it usually
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turns anticyclonically and flows parallel to the WCB (Carlson (1980), Semple (2003)). The temperature and
the humidity of the CCB can significantly impact the amount and kind of precipitation reaching the surface.
If the air in the CCB is relatively dry the precipitation reaching the surface will be reduced because of evap-
oration and/or sublimation of hydrometeors. Instead if the air in the CCB is relatively humid the amount of
precipitation reaching the surface will be higher. Considering the temperature, if it is below freezing hail may
be expected at the surface (Cotton and Anthes (2011)). The cloud produced by the ascension of the CCB are
mainly confined to low and medium levels, below the cloud band associated with the WCB (Semple (2003)).

There is a third airstream being part of the conveyor belt model, the Dry Intrusion. It is a stream of air from
the upper troposphere and lower stratosphere which, after earlier descent, approaches the centre of the cy-
clone as a well defined reascending dry flow with low wet-bulb potential temperature (Browning and Roberts
(1990)). The northern part of the dry intrusion separates from the descending flow and turns northeastward
to flow next to the left edge of the WCB. Despite this air ascends over the warm front it is usually cloud free due
to its very low level of humidity. The southern part continues to descend warm and dry, flowing with a south-
westward direction a it approaches the surface (Cotton and Anthes (2011)). In Figure 1.7 a representation of
the three air stream acting in a cyclone system is represented.

Figure 1.7: The conveyor belt model of airflow through northeast US cyclones (Cotton and Anthes (2011)).

1.1.4. A general structure for ETCs

Dacre et al. (2012) introduce the use of a tool to illustrate cyclone structure and characteristics. This tool has
been created to explore the mean structure and evolution of a sample of 200 cyclones in the North Atlantic
from 1989 to 2009. The authors summarise a general evolution of the low-level cyclone structure and of the
vertical cyclone structure using the cyclone sample as reference.

Figure 1.8 shows the generic evolution of low-level fields throughout the cyclone life cycle. In the early stage
of the life cycle, so when the cyclone is developing, the low-level temperature wave (6,) is amplifying between
the cold and the warm fronts, the air is moist and warm and the region is called the warm sector (Figs. 1.8a and
b). Meanwhile a closed isobar develops and the central pressure falls, as a consequence cyclonic circulation
and system-relative wind speeds around the centre increase (Fig. 1.8b). At the time of maximum intensity, the
central pressure is at its minimum and the steep pressure gradient causes the peak of wind speeds (Fig. 1.8c).
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In the decaying stage the central pressure increases while the pressure gradients diminish, leading to lower
wind speeds; the fronts weaken and the warm front wrap around the cyclone centre (Fig. 1.8d). Between 24
and 48 hours after maximum intensity, the central pressure continues to rise and the frontal gradients weaken
further (Fig. 1.8e) (Dacre et al. (2012)).
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Figure 1.8: Horizontal composites from the extra-tropical cyclone atlas show the position of 925-hPa fronts, closed MSLP contours (solid
lines), 925-hPa system-relative wind vectors, and 925-hPa equivalent potential temperature (6., dashed lines at 282, 290 and 298 K) at
(a) 48 and (b) 24 h before maximum intensity; at the time of maximum intensity; and (d) 24 and (e) 48 h after maximum intensity (Dacre
etal. (2012)).

Figure 1.9 shows the generic evolution of the lower- and upper-level fields throughout the developing stage
of the cyclone life cycle. In the early stage of the life cycle, a weak low-level temperature wave is seen to
form downstream of an upper-level shortwave depression (Fig. 1.9a). As the cyclone develops at the surface
(Figs. 1.9b,c), the thickness of the atmospheric layer between 1000 and 500 hPa is reduced by the advection
to the west of cold air. Also the upper-level trough is deepened. In other direction, warm air advection to
the east of the surface cyclone increases the layer 1000-500 hPa and intensifies the upper-level high pressure.
Differential temperature advection to the west and the east of the surface cyclone amplifies the upper-level
wave. Positive differential vorticity advection downstream of the upper-level trough forces ascent above the
surface cyclone. This ascent causes a lower-tropospheric vortex which intensifies the surface cyclone. An
increase in low-level wind speeds amplifies the low-level temperature wave, which amplifies the upper-level
wave. Therefore, a positive feedback occurs between the processes at upper- and lower-levels. As the cyclone
develops, the upper-level low-pressure system moves toward the surface low, until is located directly above
it in the mature stage. This alignment produces a vertically stacked cold-core system which does not longer
have a positive feedback between upper- and lower-levels. Then the cyclone decays (Dacre et al. (2012)).

1.2. ETCs identification and tracking

In the last three decades many numerical algorithm have been developed to objectively identify and track
cyclones from digital data (Ulbrich et al. (2009)). However, since there is a great complexity behind extra-
tropical cyclone’s definition and characteristics, the application of different algorithms may give similar re-
sults considering certain aspects but also returns a lot of differences considering others. So, the selection of a
particular method could really affect the conclusions on the results (Neu et al. (2013)).

The identification and tracking of ETCs might be considered a simple task, but is actually very challenging.
The characteristics of tropical cyclones, which make them relatively easy to track, can be taken as a reference
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Figure 1.9: Horinzontal composites at (a) 48 and (b) 24 h before the time of maximum intensity, and (c) at the time of maximum intensity.
Bottom row: 925-hPa geopotential height (solid lines at 400, 600, and 800 m). Middle row: 700-hPa geopotential height (solid lines at 2800
and 3000 m); equivalent potential temperature (., dashed lines at 292, 300, and 308 K) and vertical velocity (Omega, filled). Top row:
300-hPa geopotential height (solid lines at 8600, 8800, 9000, and 9200 m); theta, (dashed lines at 316, 324, and 332 K) and divergence
(filled) (Dacre et al. (2012)).

to make a comparison with mid-latitude storms. Tropical storms occur rarely, move slow, are symmetric and
have a clear structure. Extra-tropical storms are much more common, are often asymmetric, can vary a lot
in size (diameters ranging from 100 to over 1000 km) and also in the value of the translational velocities. Also
ETCs may form at different synoptic situations, from lower-tropospheric levels to extended depth. Another
complications is due to the possibility that two cyclones can merge into a singular one and that one cyclone
can split into two different ones (Neu et al. (2013)).

The quality of the datasets plays an important role in the tracking of cyclones. In fact, different resolutions
bring diverse problems. Tracking in high spatial resolutions results difficult since the number of cyclones
located is high, while tracking in low temporal resolutions makes the search areas that have to be scanned
larger (Blender et al. (1997)). However if the full life cycle of cyclones wants to be capture that even the cy-
clonic windstorms are traced high resolution is essential (Pinto et al. (2005)).

Tracking methods are performed taking into account different atmospheric variables. The biggest difference
in the algorithm is linked to choosing the mean sea level pressure (MSLP) or the 1000 hPa geopotential-height
(z1000) and lower-tropospheric vorticity a basic metric identification for tracking. Selecting one in respect of
the other denotes the different purpose on which one might focus, the MSLP is linked to the mass field of the
cyclone and gives a better representation of the low-frequency scale, while the vorticity is linked to the wind
field and has more information regarding the high frequency scale (Hodges et al. (2003)). Choosing an atmo-
spheric variable rather than the other can lead to different estimated positions of the cyclone centre, since
the centre based on vorticity in a westerly flow can be found a few hundred kilometers south of the related
minimum in the pressure field (Sinclair (1994)). The choice of the atmospheric variable depend also from the
resolution adopted in the analysis. For example, Blender et al. (1997) do not consider maxima in the vorticity
because the structure of the field is too detailed and noisy in high-resolution data. However, the vorticity field
becomes useful when considering lower resolution (Hodges (1994), Konig et al. (1993),). Methods consider-
ing MSLP and z1000 minima have good performance when the cyclone has reached the stage of maturity but
in general fail to locate the cyclones at early stage of their life cycle, that is because flat eaves and pressure
minima might not be always linked togheter (Dacre and Gray (2009)).

In different studies (Bartholy et al. (2006), Blender et al. (1997), Blender and Schubert (2000), Geng and Sugi
(2001), Jung et al. (2006), Konig et al. (1993), Sickméller et al. (2000)) the tracking procedure begins with the
identification of cyclones’ positions trough the analysis of local minima in the MSLP fiels or in the 1000 hPa
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geopotential-height reference field. The pressure values in the point is compared with those of the surround-
ing 8 neighbours to determine whether or not the point considered is a local minimum. Another step of the
procedure is an additional condition on this minimum as a measure of intensity. It is done by examining
the averaged pressure difference between the central grid point and the surrounding ones. In other words
the local minimum in pressure will be a cyclone’s position only if the pressure gradient is larger than a cer-
tain threshold in its neighbourhood. The threshold value and the points considered as surroundings change
depending on the study considered. Geng and Sugi (2001) are expecting the averaged pressure difference be-
tween the central grid point and the eight neighbours to be larger than 0.3 hPa. Konig et al. (1993) expect to
have a closed chain of grid points surrounding the central one with a geopotential height larger than 20 gpm
among the 24 neighbouring and surrounding points (Fig. 1.10). Blender et al. (1997) state that the require-
ment of a closed isobar in a synoptic region would exclude the weak phenomena, like the on used in Kénig
etal. (1993). However they do not state the values of the gradient or of the difference in pressure between the
central points and its surroundings. Sickmoéller et al. (2000) identify a value of 5 m (1000 km)! as threshold
value in the mean z1000 gradient in a synoptic neighbourhood, of which the extension is not specified since
the value of the gradient is given. Bartholy et al. (2006) criterion expect the pressure gradient to be greater
than 0.07 hPa (100 km)™! for all directions. Blender and Schubert (2000) take as threshold a larger value, in
fact the minimum value for the mean gradient of z1000 is 100 m (1000 km)™! (12 hPa (1000 km)™!) in a syn-
optic neighbourhood. In the study it is specified that this value restricts the analysis to intense ETCs. In each
studies previously commented is also highlighted how a threshold on the orography is also needed, the topo-
graphic height at the grid point identified as a local minimum must be lower than 1000 m (1500 m in Geng
and Sugi (2001)). If also higher altitudes are considered, the identification of local minimum in the pressure
field could be misleading.
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Figure 1.10: Example of identification of a cyclone at grid point C. Position of neighbour (V;) and surrounding (S;) points, which form a
closed chain, where the difference of geopotential height exceeds the margin (Konig et al. (1993)).

The identification of the cyclones’ positions is performed at each time step of the dataset available. If it is
the first time step, all the cyclone centres found are considered to be a newly generated cyclone. Otherwise,
a procedure to track whether the cyclone centre is just one of those already present at the previous time step
that has moved or if it is a newly generated cyclone. The tracking in most of the studies previously cited
(Bartholy et al. (2006), Blender et al. (1997), Blender and Schubert (2000), Geng and Sugi (2001), Jung et al.
(2006), Sickmoller et al. (2000)) is done by applying a nearest neighbour search in the z1000 field considering
the positions at the previous time step. A threshold is also taken into account to limit the area of search where
the cyclone can travel. Blender et al. (1997) do not assume a preferred direction and speed of propagation for
the cyclones and assumes a maximum displacement velocities of 80 km h™! to restrict the range of motion.
Sickmoller et al. (2000) limit the search within a distance of 600 km independently of the latitude. It also
considers other aspects to validate the track of a cyclone, it requires a minimum lifetime of 3 days and that
a minimum pressure gradient of 20 m (1000 km)! is exceeded at least once during the life cycle. Jung et al.
(2006) do not specify which value are assumed for the threshold but it states how the tracks identification
proceeds following a three steps analysis on cyclone propagation analysis, sorting of the crossing trajectories
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and separate analysis of the stationary cyclones. In Bartholy et al. (2006) two subsequent potential cyclone
centres belong to the same cyclone track if their geographical distance is less than 900 km and if the difference
in sea-level pressure between the two is less than 5 hPa in absolute value. Blender and Schubert (2000) limit
the extend range up to a width which corresponds to a maximum propagation speed of 100 km h'!. Geng
and Sugi (2001) explain better how the nearest neighbour search algorithm works. It starts by enumerating
the cyclone centres to identify them, if it is the first time step of the data sets all the cyclone identified are
considered newly generated and a new number is assigned to each one of them. If it is not the first time
step the cyclone tracking procedure is applied. The procedure is performed by checking the cyclone centres
detected in the previous time step following three criteria:

1. The cyclone centre nin the present time step ¢ is the one closest to the cyclone centre n’ at time step ¢ -
1

2. The distance between the two cyclone centres is smaller than a threshold value of 600 km

3. The direction of movement of the cyclone is satisfying a tolerance limit which is a function of the 700-
hPa steering flow and the geographical location

If all the criteria are met it is straightforward that the cyclone centre n at time step ¢ come from the cyclone
centre n’ at time step ¢ - 1. Then to the cyclone centre n will have the same number of #, ¢ = ¢’ If either
criterion 2) or 3) is not satisfied, then the cyclone centre 7 is considered to be newly generated and it receives
a new number c.

Konig et al. (1993) use a different procedure to track the cyclone centres which is performed by specifying
search regions around the local minima and checking in the next time step if these regions have a contact or
a overlap. Each search region is formed by the grid point where the cyclone centre has been identified and
the left and right neighbours. Each cyclone centres at time ¢ gets an ordinal number. If a the same time step
two region are overlapping or adjacent both regions are combined in one with same ordinal number and as
cyclone centre the grid point with lowest geopotential height. At time ¢ + At a search region can be associated
to one at time ¢ if the spatial difference between the two regions is equal or less than the grid size, either in
meridional or longitudinal direction. If this is the case it receives the same ordinal number of the region at
time f, otherwise a new number is assigned to the region. Once all the time series has been analyzed the
trajectories of the cyclone can be identified by connecting all the centres at the different time. At last only the
trajectories lasting more than 24 hours are kept.

1.3. Cyclone Activity in the North Atlantic

Cyclone represents a primary mechanism of the transport of heat and moisture towards the poles. A system-
atic change in the intensity/frequency of cyclone activity or in the geographical location will cause anomalies
on the regional climate. Due to the link between them a shift in the preferred regions of cyclone activity will
determine deviation in the planetary scale-flow (Wang et al. (2006)).

Dacre and Gray (2009) report a thorough analysis of the spatial distribution and the characteristics of the
cyclone track in the North Atlantic. In the study cyclone track density is defined as the number of cyclones
passing through a certain area in a certain time, and genesis density is defined as the number of cyclones that
generates in a given area in a given time. The authors identify the North Atlantic storm track as the region
of cyclone track density plotted in Figure 1.11a. There is an area of maximum density extending from the
east coast of North America into the North Atlantic. In the region of interest 3 regions of maximum genesis
are found, one east of the Rocky Mountains, one off the east coast of North America and one southeast of
Greenland. While in the east Atlantic and in the northern Mediterranean weaker genesis density are found
(Fig. 1.11b).

Moisture and friction are two crucial factor for the developing of a cyclone, in fact most of the cyclones that
grow are generated over the sea, where the source of moisture is bigger an the friction over the surface is lower.
Cyclones which originate off the coast of North America, in the West Atlantic, follow a path with a northeast-
ward direction and decay at the high latitude of the Atlantic Ocean, also west of Greenland. A big part of
the cyclones reaching western Europe is generated in the east Atlantic region, this area also corresponds to a
region of decay for west Atlantic cyclones. Because of this circumstance it is hypothesized that east Atlantic
cyclones forms on the trailing fronts of decaying west Atlantic cyclones. This supposition is supported by the
fact that east Atlantic cyclones have anomalously low MSLP, due to their proximity to a pre-existing cyclone,
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Figure 1.11: (a) Track density over the North Atlantic, the contours line are drawn every 2 cyclones (106 km?)-! month-! and (b) genesis
density, the contours are every 0.4 cyclones (106 kmz)‘1 month™! (Dacre and Gray (2009)).

and high relative vorticity in the genesis point, which is usually associated with the fronts. Figure 1.12 shows
the principal cyclone track in the North Atlantic overlaying the track density (Dacre and Gray (2009)).

In Wang et al. (2006) the authors comment the changes in ETCs’ climatology based on two different datasets,
the 40-yr ECMWEF Re-Analysis (ERA-40) and the NCEP-NCAR reanalysis (NNR) for 1958-2001. For the regions
of northern Europe and eastern North America the trends found in the two different datasets are in agreement
with each other. Considering the North Atlantic the biggest changes are seen in winter (JFM), where cyclone
activity has increase over high-latitudes and decreased over the mid-latitudes. Together with the changes in
the cyclone activity also the storm track has moved, extending southeastward toward the North Sea while re-
ducing a little bit in northward direction over the northeastern Atlantic. The increase at high latitudes during
winter is mainly associated with strong cyclone while the decrease at mid-latitudes is associated with every
kind of cyclone intensity. During other periods, AMJ and JAS, the changes in cyclone activity are generally
small and insignificant both at high and middle latitudes. However in summer (JAS) the cyclone tracks have
alonger life cycle in the recent decades rather than in the early ones.

Geng and Sugi (2001) show that during the past 40 years in the northern North Atlantic there has been a sig-
nificant intensification of the cyclone activity. In fact around Greenland and the Icelandic regions a gradual
increase of cyclone density has been found, while over the eastern coast of the Atlantic and western Europe a
gradual decrease in cyclone density has happened. In accordance with these results other variables concern-
ing cyclone intensity increases over the northern part of the North Atlantic storm track. These are the cyclone
deepening rate which became stronger and the cyclone moving speed which became faster. Together with
this intensification the cyclone activity along the 40 years previous to 2000 reveal a northeastward trend of
extension for the North Atlantic storm track, so toward the end of the storm track. So generally from the
result it can be stated that more cyclone with stronger central pressure gradient, faster moving speed and
stronger deepening rate are observed throughout the 40 years. North Atlantic storm track is also influenced
by El Nifio southern oscillation (ENSO), in the east coast of North America a significant increase in cyclone
activity has been found during El Nifio, while a decrease has been found during La Nifia (Eichler and Higgins
(2006), Hirsch et al. (2001)).

1.4. Deep Learning

Deep Learning are Artificial Intelligence (AI) techniques that try to reproduce the works of human brain in
processing data and in the creation of patterns between inputs and outputs. Deep learning models are able
to learn representations of data with multiple levels of abstraction (LeCun et al. (2015)). Deep Learning is a
more specific part of machine learning methods which uses multiple layers in the construction of a Neural
Network (NN), that is why the adjective deep is utilized. In particular, adopting multiple layers in a network
allows to progressively extract higher level features from raw data.

Deep learning has obtained large success in the recent years because of its application in different fields of
knowledge and business such as computer vision, speech recognition, natural language processing, audio
recognition and many others (Hinton et al. (2012), Krizhevsky et al. (2012), Lawrence et al. (1997), Sutskever
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Figure 1.12: Schematic of cyclone track paths plotted over track density. Contours line are drawn every 2 cyclones (10® kmt
(Dacre and Gray (2009)).

etal. (2011), Sutskever et al. (2014), Taigman et al. (2014),Tompson et al. (2015)).

Deep learning big success is due especially to its ability to exploit the property of compositional hierarchies
in different natural signals and solving the problem of learning a representation by expressing it in terms of
other simpler ones. This method allows to realize higher-level features by composition of lower-level ones
(LeCun et al. (2015)). For example, a deep learning algorithm is able to represent an image of a person or an
object by combining simpler concepts that defines it, such as corners or contours (Goodfellow et al. (2016)),
see Figure 1.13. Each layer of the deep neural network learns one of these simpler representations, and by
putting them all together they are able to reproduce the complex representation which was the aim of the
algorithm. These execution of sequential instruction offers great power to the network because later layers
can refer back to the results of earlier instructions.

As general summary definition it can be stated that deep learning is a set of particular algorithm of machine
learning which is able to learn representation of the world as a nested hierarchy of concepts (Goodfellow et al.
(2016)). The general architecture is a multi-layer composition of simple modules, all of which contributes to
calculate an input-output mappings and are subjects to learning (LeCun et al. (2015)).

Deep learning algorithm will be first introduce with a summary description of the basic unit, the general
structure and supervised learning. In the following sections, Convolutional Neural Networks and Generative
Adversarial Networks will be better described. In the final part some relevant examples of Neural Network
application in the meteorology field will be discussed.

1.4.1. Artificial Neuron

The basic unit composing a Neural Network is called artificial neuron. The functioning of an artificial neuron
is inspired by biological (or natural) neurons. So the artificial neuron receive information through inputs, like
the natural one receive signals through synapses. Each input is multiplied by a weight, which determines the
strength of the signal. These terms are then combined together to determine the activation of the neuron.
The output of the neurons is computed by a specific function, which sometimes is in dependence of a certain
threshold (Gershenson (2003)).

Mathematically a neuron is an operator which computes a linear function of the form z = W’ x + b followed
by an activation function g() which is usually nonlinear like a sigmoid (e.g. logistic function), a hyperbolic
tangent (tanh) or a rectified linear unit (ReLU). The latter is a function defined as the positive part of its argu-
ment f(x) = max(0, x), it has been increasingly used in the last years because it yields superior performances.
In Figure 1.14 is shown how this is computed, a weighted (w;) average is performed on the inputs of the neu-
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Figure 1.13: Deep neural network learns hierarchical feature representation for human faces. In the first hidden layer edges and small
features of the faces are learned. In the second hidden layer the composition of different part of the face is learned, like nose and mouth
or eyebrow together. In the third hidden layer the different part composing a human face are put together.

ron (x;), after it a bias is added (b). The result of this operation becomes the input of the activation function
which returns the output of the neuron. The activation function is used to introduce non-linearity in the
modeling capabilities of the network. Deep networks are built of multiple layers of neurons.

In Figure 1.15 a general structure of Deep NN is represented. There is a neuron in the input layer for each
input that is given to the network. In the graph only two hidden layers are represented but there could be
many more, each neuron in the hidden layers is connected with all the neurons in the previous layer and in
the following layer. All the values that are passed from a layer / to the layer / + 1 are grouped into a vector
called activation of the /?’s layer. The output layer contains the neurons which compute the output of the
network, usually the activation function in these neurons is different from the one adopted in the other layers
and depends on the task of the network. In the case of a classification of images, like determining if in the
image a cat is present, the input will be the values on the three different channels of each pixel in the RGB
image. The output will be 0 or 1 depending on the eventual presence of a cat in the picture. The operation of
passing through the layers of the network, where a set of units computes the output by applying an activation
function to the weighted sum of the inputs from the previous layer, is called forward propagation (LeCun
etal. (2015)).

1.4.2. Supervised learning and Gradient Descent

Supervised learning consists of observing a dataset of input features x which are associated to a label or target
valuey. The algorithm learns to predict y knowing x, usually by estimating the conditional probability p(y|x).
The term supervised comes from the fact that the learning is performed by providing the the deep learning
system a target value y which is already determined by an instructor (Goodfellow et al. (2016)). Many deep
learning applications have a feed-forward Neural Network architecture which is trained to represent a map-
ping from a fixed-size input to a fixed-size output (LeCun et al. (2015)).

To train the network a learning algorithm is applied, which first computes an objective/cost function that
measures the error between the output values computed through the forward propagation and the desired
values determined by the target features. Then it adjusts the internal parameters of the network to reduce this
error (LeCun et al. (2015)). The weights/parameters are properly adjusted by computing the vector of gradi-
ents and applying the algorithm of gradient descent (Ruder (2016)). The gradient is the partial derivative of
the cost function with respect to each parameter, which is computed using the chain rule of derivation. This
"propagation” of the error from the output layer towards the input layer is known as "back-propagation". Af-
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Figure 1.14: Structure of a Neuron, the basic unit of a Neural Network.

ter propagating the gradients, the weights are adjusted via gradient descent, which consists in minimizing the
objective function by updating the parameters in the opposite direction of the derivative of the cost function
with respect to the parameters (LeCun et al. (2015), Ruder (2016)). This procedure is recursively repeated un-
til the objective function stops decreasing. Because computing the firs-order partial derivatives with respect
to the parameters is as much complex as evaluating the function, if the function is differentiable with respect
to its parameters, gradient descent is a relatively efficient optimization algorithm(Kingma and Ba (2017)).

In this operation the learning rate a plays a crucial role, because it determines the size of the steps taken to
update the parameter and also controls the speed at which the model adapts to the problem. A too small
value of a can cause the training to get stuck in the objective function space, while a large value can bring the
model to converge very rapidly and learn a sub-optimal solution (Brownlee (2019c)).

To summarize a learning algorithm works through different steps:

» Forward propagation: Given the input x of a training example the expected value j is computed going
trough the network operations.

¢ Error computation: the error for the training example is computed by the loss function and the objec-
tive function is updated.

¢ Backward propagation: The derivatives of the cost function with respect to the different variables
present in the network (activations, weights and biases) are computed.

* Parameters update: Weights and biases values are updated through gradient descent according to the
following formulas:
w2 w® — qvy, L0 (1.1)

b[t+l) — b(t) _ ava(l‘) (1.2)

Depending on the amount of data that wants to be used to compute the gradient of the objective function
there are three different variants of gradient descent (GD):

¢ Batch Gradient Descent: performs a parameters update considering the entire training set.

¢ Stochastic Gradient Descent (SGD): computes the gradient of the cost function with respect to the
parameters for each input/output training couple.

¢ Mini-batch Gradient Descent: is half way between the two previous method since it performs an up-
date for every mini-batch of n training examples.
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Figure 1.15: General structure of a Deep Neural Network.

Batch gradient descent needs to compute the gradients for the whole data-set before performing an update. It
also does redundant computations since it recomputes gradients for similar examples before each parameter
update. Stochastic gradient descent is usually much faster because it avoids the redundancy of batch gradient
descent by doing one update at a time. The frequent updates of SGD cause the objective function to fluctuate
heavily. SGD’s fluctuations enable the algorithm to jump to new and potentially better local minima, while
considering batch GD the algorithm converges, therefore it can guarantee a more stable convergence of the
objective function (Ruder (2016)).

After the optimization algorithm as minimized the error on the training samples, the network performance
must be evaluated on a different set of examples called test set. The system must be tested to measure the
ability of the machine to generalize and to produce sensible answers on new inputs that it has never seen
before (LeCun et al. (2015)).

1.4.3. Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a special kind of neural network for processing data that has a
known grid-like topology, such as images (Goodfellow et al. (2016)). They are designed to process the data
that come in the form of multiple channels. The typical architecture of a CNN is structured as a series of
stages. The first stages are usually composed by two types of layers: convolutional and pooling. The last
stages are usually fully connected layers like the one described in section 1.4.1.

In a convolutional layer the units are organized in feature maps, each unit is connected to local regions in
the feature maps of the previous layer thanks to a set of weights called filter. All the units in a feature maps
share the same filter. The result of the weighted sum and the filtering operation is then passed through an
activation function. Mathematically, the filtering operation which is performed in a convolutional layer is a
discrete convolution. Convolution is a linear operation which implies a particular kind of matrix multiplica-
tion between an input matrix and a filter. The output matrix resulting from this operation will have smaller
dimension than the input ones (LeCun et al. (2015)). To understand better how convolution works is better
to go through an example. As example a two dimensional convolution of 6 by 6 matrix with a 3 by 3 filter is
considered. The operation is represented in Fig. 1.16, the "*’ symbol denotes the convolution operation.

The resulting matrix of this operation will be a 4 by 4 matrix for reason that will be clear later. The convolution
works as follow: to compute each element of the the output matrix the filter is applied on the matrix using a
window of the same dimension of the filter, starting from the top left corner and proceeding one step forward
at each new element of the output matrix. So the first element’s window will be the 3 by 3 sub-matrix in
the top left corner (the orange box in Fig. 1.17). To compute the element of the output matrix a element wise
multiplication between the filter and the matrix window is performed, after that all the elements are summed.
So in case of the first element of the output matrix we will have 3 1) + (1% 1)+ (2% 1) + (0% 0) + (5 * 0) + (7 *
O+« (-1)+@*(-1)+(2*(-1))=-5.
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Figure 1.16: Convolution operation on a 6 by 6 matrix using a 3 by 3 filter.

Figure 1.17 shows how the convolution operation proceed for the first 5 output elements. Figure 1.18 shows
the final result of the convolution operation in example.

2 7 2 5 1 3 -10

Figure 1.17: Windows selection for the first 5 elements of the output matrix of the convolution operation.

Convolutional layer role is to detect local conjunctions of features from the previous layer (LeCun et al.
(2015)).

Pooling layers reduce the spatial resolution of the input by computing a summary statistic over a local spatial
region. So, instead of having a filter performing a convolution operation there is a filter computing a statistic
(average, min, max, etc.) across a window determined by the filter size. Pooling layers main motivation of us-
age is that they promote invariance to local input transformations since their outputs are invariant to spatial
location within the pooling region (Tompson et al. (2015)). The role of the pooling layers is to semantically
merge similar features into one, reduce the size of the representation and speed the computation (LeCun
etal. (2015)).

In a ConvNet the values in the filter cells are the parameters that the network will learn, in fact back-propagation
gradients through a CNN is as simple as through a regular network, making all the weights in all the filters
trainable (LeCun et al. (2015)). These weights will determine, for example, the kind of features that a layer will
learn from images like edges, corners or particular shapes. Obviously these features will be simpler, such as
vertical edges, in the early layers and more complex aspects, such as objects, in the later layers.

Convolution layers are always more convenient to use in respect of traditional layers when working of grid-
like topology data. In fact, compared to a standard feed-forward network with similarly-sized layers, Con-
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Figure 1.18: Final result of the convolution operation on a 6 by 6 matrix using a 3 by 3 filter.

vNets have much fewer connections and parameters to learn, so they are easier to train (Krizhevsky et al.
(2012)). The are 3 main reasons behind ConvNets taking advantage of the properties of natural signals form-
ing a regular grid(LeCun et al. (2015)):

* Parameter sharing: a feature detector in a layer (such as a vertical edge detector) that is useful in one
part of the image is most probably useful also in other parts of the image;

» Sparsity of connections: in each layer, each output value depends only on a small number of inputs;

¢ Hierarchical features: the network progressively builds more complex features from simple ones ex-
ploiting the compositional nature of input data.

1.4.4. Generative Adversarial Networks

Generative Adversarial Network (GAN) is a deep learning method to make a generative model learn a com-
plex data distributions from samples (Lin et al. (2018)). GANs are based on a game-theoretic scenario in
which the generator network must compete against ad adversary, the discriminator. So, the training of the
generative model happens through an adversarial competition between two sub-models: the generator and
the discriminator. The first one is trained to generate new examples which are plausible and similar to the
real ones, having a vector of random values as input. The second one is trained to classify the examples as real
or generated (Gulrajani et al. (2017), Li et al. (2017)), see Figure 1.19. Competition in this game drives both
teams to improve their methods until the counterfeits are indistinguishable from the genuine articles (Good-
fellow et al. (2014)). The generator is trained by the discriminator who acts like an adaptable loss function
and teaches the features it learns from the training data to the generator through back-propagation (Gagne II
etal. (2020)). At the end of the training what interests is the generative model, which is assumed to be able to
generate new examples from the same data distribution of the training samples.

X train [ sample

fake/real
» probability

Random

Noise z — e —P»  sample

Figure 1.19: GAN training framework. The generator (G) creates a sample of new examples having random noise as input. The discrimi-
nator (D) classifies the examples it receives as input between reals and fakes.

The Generative Adversarial Network is a very powerful method for fitting implicit generative models, able to
learn the probability distribution of the training dataset (Kodali et al. (2017)). However the training of this
framework is very challenging because it consists of searching the Nash equilibrium of a non-convex game in
a high dimensional parameters space (Chen et al. (2019), Salimans et al. (2016)). In fact, this process is very
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unstable and chaotic being highly dependent from the parameters initialization and it also often results in
mode collapse, divergence, cyclic behaviour and vanishing gradients (Chen et al. (2019), Kodali et al. (2017),
Lietal. (2017), Radford et al. (2015)).

The generator network produces samples x = g(z;0'®). z is a set of random values vectors extracted from
a Gaussian distribution, the domain containing these vectors is called latent space. The vectors of the latent
space are the input random noise of the model to generate new examples. The discriminator emits a proba-
bility value given by d(x;0?). The learning problem for a GAN is usually formulated as a zero-sum game, in
which a function v(8®,0@) determines the payoff of the discriminator. The generator receives -v(6®,0@)
as its own payoff. During learning, each component or player attempts to maximize its own payoff (Goodfel-
low et al. (2016)).

The advantages of GANSs are primarily computational in respect of other generative methods but they can also
represent very sharp, even degenerate distributions. GANs are deep learning alternatives to traditional gener-
ative models based on maximum likelihood estimation. Their advantage lies in the approximation of complex
data distribution and taking advantage of the piece-wise linear units in a generative framework (Goodfellow
etal. (2014)).

GANSs are having a lot of success among generative methods in the recent years, especially for human faces
images generation. The resolution and the quality of the pictures produced by the generator have seen rapid
improvement recently (Figure 1.20), thanks to different studies which have implemented new architectures
or methods of training for this kind of network. The images generated by one of the most advanced GAN
architecture are extremely detailed and realistic that humans struggle to consistently identify faces of real
persons from fake ones (check the website https://thispersondoesnotexist.com/).

Figure 1.20: The improvement in the generation of human faces images in the recent years, each image is generated by a different GAN
architecture. 2014: Goodfellow et al. (2014), 2015: Radford et al. (2015), 2016: Liu and Tuzel (2016), 2017: Karras et al. (2017), 2018: Karras
etal. (2018).

In this project the Progressive Growing GAN (PGGAN) developed in Karras et al. (2017) has been adopted,
which will be further described in section 3.1. Although this network no longer represents the state-of-the-
art (Karras et al. (2018)), its capabilities are sufficient for the resolution of the images considered in this thesis
project.

1.5. Neural Network application in Meteorology

Weather prediction is traditionally done by solving numerically the partial differential equations that are be-
lieved to govern the atmosphere-ocean system. The differential equations are solved with advanced models,
which improvement in the forecast is strictly related to the increase of available computing resources. Not
only they are computationally expensive but numerical weather models require advanced physical parame-
terization schemes for unresolved processes which have to be adjusted every time the resolution is increased
(Bihlo (2020)). Recently, with the improvement of deep learning frameworks different studies have tried to
implement Neural Networks based methods to address the challenging problem of weather forecasting (Liu
and Lee (2020)).
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1.5.1. Tropical Cyclone forecast

Considering the forecast of hurricane tracks and intensity there are already different studies using Neural
Network methods. In Giffard-Roisin et al. (2018) the authors propose a neural network architecture which
considers past trajectory of the cyclones and reanalysis atmospheric wind images to estimate the future dis-
placement of each storm at each time step and depressions. The neural network architecture is composed by
a two layers NN, which is able to determine the next 6 hours track knowing the past track of a typhoon, and a
Convolutional Neural Network (CNN) to reproduce the wind field associated to the cyclone.

In Ali et al. (2007) the authors estimates the future positions in 24 hours for tropical cyclones in the North
Indian Ocean using a NN. To do so they just use the past 12 hours locations at time intervals of 6 hours. The
mean error they obtain in the distance between the actual and the predicted positions is 137.5 km. The best
forecast is for the positions after 12 hours and the model accuracy decreases beyond 24 hours forecast.

In Baik and Paek (2000) a neural network is used as model for predicting tropical cyclone intensity changes
in 72 hours with a time step of 12 hours in the western North Pacific. More in particular in this study 4 differ-
ent kind of predictions models are built to compare the difference in performance between a neural network
and a multiple linear regression model. The 4 models are a neural network with climatology and persistence
predictors (N-CP), a multiple linear regression model with climatology and persistence predictors (R-CP), a
neural network with climatology, persistence and synoptic predictors (N-CPS) and a multiple linear regres-
sion model with climatology, persistence and synoptic predictors (R-CPS). Between all the models N-CPS
present the best performance in predicting tropical cyclone intensity. The authors also evidence a tendency
of the estimation error to decrease with the increase of the number of units in hidden layers.

Loridan and Crompton (2017) discuss the possibility of using machine learning algorithms as an alternative
to parametric models in the representation of TC wind fields. The methodology proposed on the wind field
data is as follows: a Principal Component Analysis (PCA) is performed on the training data which produces
a set of Principal Components (PCs) and corresponding weights with which is possible to reconstruct the TC
wind fields; after that supervised learning algorithms are applied that can learn to predict the TC wind fields
by reconstructing them using the PC weights and a set of input features.

In Ruttgers et al. (2019) a framework to predict typhoons tracks using a GAN with satellite images as inputs is
proposed. The neural network is constructed to produce a 6-hour-advance track for a typhoon that was not
present in the training set. The input set employed by the GAN are satellite cloud images together with the
location of the typhoon center, no auxiliar information regarding moving direction or speeds at the typhoon
center are considered. The model successfully reproduce the 6-hour image track and is able to identify the
future location of the typhoon center together with the deformed cloud structures. The authors underline
how the predictions are significantly improved by including the wind velocity fields together with the satellite
images.

1.5.2. Precipitation Nowcasting

Another interesting fields of meteorology where neural networks have been applied is precipitation nowcast-
ing, which has long been an important problem in the field of weather forecasting. Precipitation nowcasting
consists in generating prediction of rainfall intensity in a local region over a short period time, which usually
is between 0 to 6 hours (Shi et al. (2015)).

Precipitation nowcasting can be treated as spatio-temporal sequence forecasting problem where both the in-
puts and the outputs of the model are sequential data. In Shi et al. (2015) precipitation nowcasting is modelled
with a sequence-to-sequence learning framework, a Convolutional Long Short-Term Memory (ConvLSTM).
LSTMs are units which can be implemented in a Recurrent Neural Network (RNNs) to replace a traditional
neuron. RNN is a specific deep learning framework which works with sequences of data as input, output or
both of them. In the architecture of a RNN the nodes/neurons are connected in a directed graph so that the
network can learn the temporal dynamic behaviour of the data (Sherstinsky (2020)). LSTM units are having a
successful implementation because they are able to store information regarding values in the input sequence
and relate it with the following values in the sequence. This enables the network to better learn the connec-
tion in the sequential data and how the past, the first values of the sequence, influences the future, the last
values of the sequence (Hochreiter and Schmidhuber (1997)). The ConvLSTM network applied by Shi et al.
(2015) works with sequence of past radar maps images as input and a sequence of fixed number of future
radar maps as output. The model proposed in based on the sequence-to-sequence general framework in-
troduced in Sutskever et al. (2014). This pioneering LSTM encoder-decoder adopts temporally concatenated
fully connected LSTM layers (FC-LSTM) which are demonstrated to perform worse than the convolutional
LSTM layers because they do not take into account the spatial correlation in the images. ConvLSTM shows
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to better capture spatio-temporal correlations and consistently outperforms not only the FC-LSTM but also
state-of-the-art operational ROVER algorithm for precipitation nowcasting. It is also observed that ConvL-
STM is able to handle well boundary conditions, like a sudden agglomeration of clouds appearing at the
boundary, if it has seen them during training (Shi et al. (2015)). ConvLSTM has been built as an encoding-
forecasting framework for precipitation, but it can be applied to more general spatio-temporal sequence fore-
casting problem.

In Shi et al. (2017) the authors go beyond ConvLSTM and propose TrajectoryGRU (TrajGRU) model which
can learn the location-variant structure for recurrent connections. In fact, considering atmospheric satel-
lite images the correlation between local motion patterns, like rotation and scaling, in consecutive frames
will be different for different locations and times. Using a ConvLSTM is inefficient because the filter used are
location-invariant while the relationship is location-variant. TrajGRU architecture is built with a sub-network
that outputs the state-to-state connection structures before state transitions. TrajGRU present the best over-
all performance among the other methods for precipitation nowcasting (FC-LSTM, ConvLSTM and ROVER
algorithm) (Shi et al. (2017)).

1.5.3. Weather Forecasting

In Bihlo (2020) a conditional generative adversarial network (cGAN) is trained to predict the geopotential
height of the 500 hPa pressure level, the two-meter temperature and the total precipitation for the next 24
hours over Europe. The author wants to investigate how well the network is able to learn the distribution
underlying the atmospheric system. That is investigating if the cGANs have the ability to learn the physics
related to the meteorological data. He also wants to quantify the uncertainty in weather forecasts using en-
semble predictions and machine learning. The cGAN model is trained using 4 years of ERA5 reanalysis data
from 2015 to 2018 (Hersbach et al. (2020)). The problem of weather forecasting can be interpreted as a video
prediction from the machine learning perspective, the past meteorological fields are the input frames and the
future meteorological fields are the output frames (Bihlo (2020)). The forecasts produced for the meteorolog-
ical fields in 2019 by the machine learning framework show a good qualitative and quantitative agreement
with the true reanalysis data. This is valid for the two-meter temperature and for the geopotential height,
while there is mostly disagreement for the total precipitation. The fail of representing rainfall correctly is
probably related with the low resolution of the ERA5 dataset, in fact precipitation is mostly localized and con-
vective precipitation in particular happens at scale which are definitely smaller than the one of ERA5. For the
model is difficult to learn meaningful signals from rainfall data. The results obtained for the other parameters
show that the architecture is able to learn some of the basic physical processes governing the atmosphere and
to quantify the uncertainty behind the evolution of the atmospheric system (Bihlo (2020)).

Liu and Lee (2020) also address the problem of weather forecasting, they do it by introducing a machine
learning architecture which uses a conditional GAN coupled with a Convolutional LSTM, which they also
define as predictive learning module. The authors justify the coupling of the two models to overcome the
difficulties that the two methods have shown in other applications. In fact, ConvLSTM generally produces
blurry images, and the effect worsen as the time step moves forward. GAN methods instead are able to gener-
ate realistic looking video frames but they fails in representing the actual atmospheric movement with local
variations and patterns (Liu and Lee (2020)). The ConvLSTM models the meteorological patterns of the at-
mosphere and the conditional GAN works to map back to non-blurry imagery distributions the predictions
generated by the predictive learning. The model is able to generate correctly weather forecast predictions and
to avoid that the images produced remains in the original data distribution without showing a blurry nature
(Liu and Lee (2020)).






Data acquisition and domain definition

The values of the atmospheric variables of interest are collected from the ERA5 dataset. The dataset is the
latest reanalysis of the European Centre for Medium-Range Weather Forecasts (EMCWE), it incorporates a
detailed global record of atmospheric, ocean waves and land surface variables and parameters. The reanal-
ysis covers the period going from 1979 until present time, for the project a time span of 40 years has been
considered (1% January 1979 - 1 January 2020). The datasets presents a finer resolution with respect to the
previous ECMWF reanalyses, with a spatial resolution of 31 km and hourly availability (Hersbach et al. (2020)).
The data are downloaded through the Python based CDS API in netCDF format. The atmospheric variables
collected are mean sea level pressure, 10 metre U wind component, 10 metre V wind component and mean
total precipitation rate. They are reported, together with their units, in Table 2.1. During the creation of the

cyclones dataset pressure and mean total precipitation rate were converted from Pa and % to hPaand 7*.

Variable Unit
Mean sea level pressure Pa
10 metre U wind component %
10 metre V wind component %
Mean total precipitation rate %

Table 2.1: Atmospheric variables considered for the fields generation

The domain considered for the atmospheric fields is a squared domain with coordinates of the horizontal
boundaries corresponding to 0° and 90°N, and coordinates of the horizontal boundaries corresponding to
70°W and 20°E (Figure 2.1). The choice of a squared domain is determined by the characteristic architecture
of the GAN adopted in the project, in fact the images used to train the network are down-sampled and up-
sampled different times as it would be more clear in section 3.1. The availability of squared images makes
this kind of operations easier to handle and avoids several modification to the network’s architecture. Also
a rectangular input requires the filters in the convolutional layers to be asymmetrical, so again it requires to
modify the architecture of the network accordingly. For what concerns the coordinates of the domain the
choice is motivated by the possibility to include all the life cycle of a cyclone occurring in the North Atlantic.
Generally, the cyclogenesis occurs along the east coast of North America and the cyclones follow a path that
brings them over Europe or even to the high latitudes of the Northern Hemisphere, see Figure 1.11 and 1.12.

2.1. Extra-Tropical Cyclones dataset

The ETCs dataset is created considering the record of events contained in the Extreme Wind Storms Catalogue
and in the STORMS Extratropical Cyclone Atlas (Roberts et al. (2014), Dacre et al. (2012)). From this record the
start date and the end date of the cyclones were considered to extract the corresponding fields from the ERA5
reanalysis data. The creation of the dataset is performed following two steps: first all the interested fields
are extracted from the netCDF monthly files and organized by cyclone track; then each atmospheric field in
each track is down-sampled to a 64x64 resolution and normalized considering the historic maximum value
and minimum value occurred in the North Atlantic. This two operation are necessary to help the network to

23



24 2. Data acquisition and domain definition

learn faster and better, in fact a higher resolution makes more detailed the features that the network has to
learn and the availability of data is not enough to guarantee a stable training. Normalization helps stabilize
the training because the network deals with small numbers in absolute value. All the fields down-scaled and
normalized are stacked together in a single file which will be used to train the network. The total number
of fields obtained from this operation is 20’346 for each variable and it has been used to initially train the
network. Deep learning methods, and especially GANs, require a big number of examples in the training set
to obtain meaningful results. The networks trained with training set containing 20’346 examples have not
shown valid results. The scarce number of fields adopted for training is considered to be the cause for the
mediocre fields generated by the models.

To increase the amount of data fields representing ETCs available during training the wind speed is consid-
ered. In particular, if the 10m zonal wind speed surpasses a threshold of 17 m/s at a specific chosen location
of coordinates (30°W, 50°N) (Pinto and Ludwig (2020)), the hour and date are relevant to extract a new storm
track. It is believed that when the wind speed surpasses the threshold in the location of interest a cyclone
event is happening in the North Atlantic. Therefore, to have more images which most likely contain such a
phenomenon, also the fields in the 12 hours of reanalysis data before and after the moment selected consid-
ering the zonal wind speed are extracted. The data augmentation leads to an increased number of tracks and
fields for each atmospheric variable, respectively 12’228 tracks and 43’313 fields.

Figure 2.1: The domain chosen for the project, it covers most of the North Atlantic and the European region were ETCs usually make
landfall. The red dots indicates the point with coordinates (30°W, 50°N) where the zonal wind speed is considered to extract new storm
tracks.



Network set up and training

The atmospheric variables fields of pressure, wind and precipitation produced in the ERA5 dateset can be
considered as images. In the recent years a particular architecture of Neural Network has become increas-
ingly popular for images and videos generation, the Generative Adversarial Network (Goodfellow et al. (2014),
Goodfellow (2017)). This kind of generative method is finding use for different application and it is outper-
forming other existing techniques, achieving a better quality and resolution of image synthesis and editing
(lizuka et al. (2017), Lin et al. (2018), Radford et al. (2015), Wang et al. (2018)).

Different studies have shown positive performances of GANs in generating convincing images starting from
datasets with low variability and low resolution (Denton et al. (2015), Radford et al. (2015)). However, GANs
present high difficulty to generate coherent and significant samples for high resolution images, especially
from datasets with high variability (Odena et al. (2017)). Until a few years ago, GANs were limited to images of
less than 100-pixel square (e.g., 32x32) (Brownlee (2019b)). Generating images with high resolution is compli-
cated for such a network because of a higher level of details in the data. It makes it easier for the discriminator
to distinguish the generated images from the real ones. It makes it more difficult for the generator to learn to
output images which both have a large structure and fine details (Karras et al. (2017)).

To deal both with the instability during training and the problem of generating high resolution images the
Progressive Growing of GANs has been adopted (Karras et al. (2017)). This is a particular method to train a
Generative Adversarial Network. It consists of growing progressively both the generator and the discrimina-
tor, starting the training with low resolution images and then increasing the details and adding new convolu-
tional layers as the training progresses (Brownlee (2019b)).

To train the network the Wasserstein distance has been adopted, due to its recent success with learning of
generative models (Arjovsky et al. (2017), Weng (2019)). However, because of particular trends in the images
generated by the Wasserstein PGGAN, another loss function has been considered for training, the Crameér
distance (Bellemare et al. (2017)). As training algorithm for optimizing the network ADAM has been chosen,
with f; =0.0, B2 =0.99 and e = 1078,

The PGGAN'’s training was initially performed on Google Colab NVIDIA Tesla K80 GPU and on Kaggle NVIDIA
Tesla K80 GPU. Aferwards SurfSara has granted the access to the accelerator island on Cartesius system, so it
was possible to perform the train on their NVIDIA Tesla K40m GPUs nodes.

The PGGAN model has been defined and trained using Keras deep learning API available on Python and
running on top of the machine learning platform TensorFlow. The code which defines the model architecture
and the training procedure has been adapted from to the one posted by Brownlee (2019d), with some mod-
ification for the project specific application. The source code is available at the following Github repository
https://github.com/Carmelo-Belo/pggan-etcs.git.
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3.1. Progressive Growing Generative Adversarial Network

The Generative Adversarial Network is a particular deep learning technique to make a generative model learn
to reproduce samples from a desired data distribution. In particular, the GAN is an effective method to train
a Convolutional Neural Network to generate images similar to those in the training data, which is one of the
purpose of this project (Brownlee (2019b)). In this framework the generative model, or generator, is trained
in competition with an opponent, the discriminator. The discriminator learns to understand if a data sample
is coming from the model distribution or the data distribution. The generator learns to produce counterfeits
which resemble the most the original data distribution. The adversarial game between the two models opti-
mizes both methods until the samples produced by the generator cannot be distinguished from the original
data (Goodfellow et al. (2014)).

GAN:S are able to produce clear images, even though rather small resolution and low variability must be con-
sidered and the training remains unstable and strongly dependent from initialization (Karras et al. (2017)).
GANSs training on large images also demands a greater space on GPU memory, which is in relatively limited
supply compared to main memory. For this reason, the batch size which comprehends the number of images
used to update the parameters at each iterations must be reduced to allow the images to fit into memory.
However a smaller size of the minibatches further compromise training stability (Brownlee (2019b), Karras
etal. (2017)).

Trying to resolve the problem of training stability on larger images Karras et al. (2017) propose a new ap-
proach called Progressive Growing GAN (PGGAN). This method consists in progressively growing the num-
ber of layers in both the generator and the discriminator during training, starting from easier low-resolution
images and adding new layers which develop higher-resolution details as the training progresses (Figure 3.1).
Progressive growing of GANs greatly accelerates training and reduces instability at higher resolution (Karras
etal. (2017)). The incremental nature of the training brings different benefits. Large-scale structure in the im-
age distribution are first discovered and then the attention is progressively shifted to finer scale details of the
images, avoiding to learn all scales simultaneously, which is more complex. By consequence the generation
of smaller images is substantially more stable because all the information regarding higher resolution is not
considered (Karras et al. (2017), Odena et al. (2017)). Most of the iterations during training are done at lower
resolutions and the training time is reduced up to 2-6 times faster at comparable result quality (Karras et al.
(2017)).
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Figure 3.1: Progressive growing of a GAN: it starts at low resolution (4x4) and as the training advances new convolutional layers are added
to both the generator (G) and the discriminator (D), so that the spatial resolution of the generated images is increased. All the existing
layers remain trainable during the process (Karras et al. (2017)).
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3.1.1. Progressive Growing of a GAN

The Progressive Growing of a GAN involves adding new blocks of convolutional layers both to the generator
and the discriminator along with the advancement of the training. A new block is added every time the res-
olution is scaled-up, following the power of 2. It starts from a images resolution of 4x4 and it progressively
grown until 1024x1024, the steps are 8x8, 16x16, 32x32, 64x64, 128x128, 256x256, 512x512. The addition of a
new block of layers is not done directly but they are faded in smoothly to avoid sudden shocks to the already
trained smaller-resolution layers (Karras et al. (2017), Brownlee (2019b)). To phase in a new block of layers
a skip connection is utilized to connect the input of the discriminator or the output of the generator to the
new block. The influence of the new block of layers on the existing input or output layer is controlled with
a weighting, using a parameter «a that starts from a very small number or 0 and linearly increases to 1 over
training iterations (Brownlee (2019b)). Skip connections are deep architectures features which allow to skip
some layer in the neural network and feed the output of one layer as the input of the next layers. Figure 3.2
shows the transition from 16x16 images to 32x32 images.

Considering the generator the output of the lower resolution layer is upsampled using nearest neighbour
interpolation to the higher resolution and its output is combined to the output of the new block of layers. The
contribution of the already existing upsampled layers is weighted by (1 — a) while the contribution of the new
layers is weighted by a. For what concerns the discriminator the input image is downsampled to the lower
resolution using average pooling so it can be fed to the existing convolutional layers (Brownlee (2019b)). For
each growing phase of the training, i.e. each different stage of images resolution, the network is trained in two
steps, a faded one where the weighting process is applied and a tuned one where only the higher resolution is
considered. All layers remain remain trainable during the all training process for both networks (Karras et al.
(2017)).
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Figure 3.2: Transition from 16x16 images (a) to 32x32 images (c). The transition (b) happens by fading in the new block of layers and
happens through the skip connection which is controlled by the weight « that linearly increases from 0 to 1. The toRGB and fromRGB
box represents the layer operating that converts feature vectors to RGB colors and vice-versa. The 2x and 0.5x box are respectively a
nearest neighbour filtering to upscale the resolution and and average pooling to downscale it (Karras et al. (2017)).

3.1.2. PGGAN architecture

Both the generator and the discriminator are Convolutional Neural Networks. At each step of the progressive
growing a block of convolutional layers is added to both of them. It consists of two layers having a filter size
of 3x3, the number of filters varies and is specific for each layer. The activation function for the convolutional
layer is a Leaky ReLU with the slope of 0.2, except for the last layer which has a linear activation function.
Leaky ReLU modifies the ReLU function by allowing small negative values when the input is less than zero.
The bias in all the layers is initialized to zero and the model’s weights are initialized as random Gaussian using
the He weight initialization method (Brownlee (2019a), Kumar (2017)).

The model uses two custom layer, Minibatch standard deviation and Pixel-wise normalization. The first one
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is only used in the discriminator output block and its purpose is to determine a statistical summary of the
batch of activations. This feature helps the discriminator to better detect fake samples from real samples and
also brings the generator to create batches of samples with realistic statistics, since the generator is trained
through the discriminator. In this layer there are no new learnable parameters or new hyperparameters,
its task is to compute the standard deviation for each pixel in the activation maps over the batch, then it
computes the average of these estimates over all pixels to obtain a single value. This single value is then con-
catenate to all spatial locations to construct a new constant activation map which is appended to the list of
activation maps provided as input (Brownlee (2019d), Karras et al. (2017)). Pixel-wise normalization layer is
implemented in the generator after each convolutional layer. The feature vector is normalized in each pixel
to avoid the scenario where the competition brings the magnitudes to spiral out of control. The activations
of the prior layer are then normalized by the L2 norm (Brownlee (2019d), Karras et al. (2017)).

The overall architectures of the two PGGAN’s components, considering images with final resolution of 64x64,
are contained in Table 6.1 and 6.2 in Appendix 6.

3.2. Network loss function

The choice of the loss function for a neural network is crucial, in fact the definition of the loss function deter-
mines the structure/shape of the objective space where the gradients for the weights update are computed.
So, the loss function really affects the training procedure and its stability. Wasserstein loss or Earth’s Mover
(EM) distance has been proved to be one of the most effective loss to be implemented in GAN’s training. It sig-
nificantly increases the training stability and it drastically reduces the mode collapse phenomenon typical of
GANSs (Arjovsky et al. (2017)). The EM distance is a measure of the gap between two probability distributions,
for a continuous probability domain is defined as:

W(pr.pg)= inf  Egpy~yllx=yll 3.1)
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where I1(p,, pg) is the set of all possible joint probability distributions y(x, y) between p, and pg. Figura-
tively, the Wasserstein distance is the minimum energy cost of converting and moving mass from the shape
of one probability distribution to the shape of the other distribution (Weng (2019)). In other words, is the
cost for the optimal transport plan and is quantified by the amount of mass moved multiplied by the moving
distance.

The Wasserstein loss function cannot be implemented in Keras as it is described in Arjovsky et al. (2017).
The implementation adopted follows the solutions of Brownlee (2019d). The discriminator model is consid-
ered as a critic that scores the realness or falseness of a given image and the loss is defined as the average
predicted score multiplied by a label, which is 1 for real images and -1 for fake images (Brownlee (2019¢)). A
smaller Wasserstein distance denotes a similar distribution in the training images and in the generated sam-
ple, meaning that both appear similar in appearance and variation (Brownlee (2019d), Karras et al. (2017)).

The results obtained by the PGGAN trained with the Wasserstein distance shows some unwanted artefacts
in the generation of ETCs fields, independently from the atmospheric variables considered. For this reason
another distance is considered, the Cramer loss function (Bellemare et al. (2017)). This distance is proposed
by the authors of the study as a more valid and improved loss function for GAN training on images. Cramer
distance is characterized by sum invariance and scale sensitivity, the same two properties that made success-
ful Wasserstein distance in generative modelling. Additionally, the Crameér distance is unbiased to sample
gradients (Bellemare et al. (2017)). It is defined as:
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The experiments performed by Bellemare et al. (2017) show that the GAN trained with the Cramer distance
leads to an increased diversity in the generated sample and to a more stable learning.

3.3. Network Training

The training of a Generative Adversarial Network consist in a two-player minimax game between the discrim-
inator and the generator, where the two networks are trained in parallel. The generator is represented as a



3.3. Network Training 29

mapping of the input noise variables z to data space as G(z,0;), where G is a multilayer differentiable func-
tion and 0 are its parameters. Similarly the discriminator is defined as D(x,04), mapping the input data to
a single scalar, D is a multilayer differentiable function and 6, are the parameter of the discriminator. D(x)
represents the probability that x came from the data rather than the generator’s distribution. The purpose
of the training is to maximize the probability of D assigning the correct label to both training examples and
samples from G and to minimize the log(1 — D(G(z)) (Goodfellow et al. (2014)). Mathematically the zero-sum
non-cooperative game consist in optimizing the value function V (G, D):

mGianax V (D, G) = Ex~pgae 0 108 D(X)] + Ez~ p,(z) [log(1 — D(G(2)))] (3.3)

The training process is performed as a simultaneous Stochastic Gradient Descent, in this project the Adam
optimization algorithm has been adopted (Kingma and Ba (2017)). It is an upgraded variant of the SGD which
also considers the exponentially weighted moving average of the gradients and of the squared gradients. On
each step of gradient descent two mini-batches are sampled: one from the training dataset of x values, the
other one from the latent space of random z values. The optimization is done simultaneously, updating the
weights 64 and 60, to reduce the corresponding objective function J; and J, defined according to the loss
function. The losses computed during training are three. The first one (d1) is the loss of the discriminator
with real data utilized, the second one (d2) is the loss of the discriminator with fake data utilized and the third
one (g) is the loss of the generator.

The training process is governed by the model hyper-parameters, which are properties that control the be-
haviour of the training. They can be grouped by the variables which determines the networks structure (e.g.
number of layers, number of hidden units) and the variables which determines how the network is trained
(e.g. learning rate, number of batches). The hyper-parameters are set before training and progressively
adapted in order to optimize the network. Training a deep learning framework is usually a trial and error pro-
cess. In fact, at the beginning of the operation you do not know which are the value of the hyper-parameters
which will guarantee the network to find the best solution of local optimum of the objective function. For this
reason you start with initial guess and you proceed by adapting the hyper-parameters values accordingly to
the losses computed during the training.

Without considering the variables involved in the network architecture, which is described in section 3.1.2,
the hyper-parameters for the training of the PGGAN are:

¢ Learning rate: it controls how much the network’s parameters have to change when they are updated
in response to the estimated error. The choice of the learning rate is challenging. If the value is too
small the time to find an optimal solution will increase and the training risks to get stuck in a not ideal
state. Whereas, if the value is too big the gradient descent steps might be too long. This causes the
algorithm to not properly explore the cost function space. As a consequence the training converges in
a sub-optimal solution or does not converge at all becoming unstable. A classic start for the learning
rate values is 0.001.

¢ Latent space dimension: is the dimension of the random values vector which operates as input of the
generator. Setting the values of this variable is also challenging. In fact, with a small dimension of the
latent space there is the risk that the network is not able to replicate with the same level of detail the
variability in the sample distribution. While, with a big dimension the risk is to make the generation of
fake data too complex because of the high level of details that is passed as input to the generator.

¢ Dimension of batches: it determines in how many subsets the training set wants to be divided. The
weights are updated for each mini-batch of data. Large resolutions needs to have smaller mini-batches
due to memory constraints (Karras et al. (2017)). However a high number of mini-batches risks to com-
promise training stability, introducing more noise in error calculations. In the PGGAN training, because
of the different growth phases, there is the need to set a dimension of batches for each resolution step,
which in this case are 5. To better handle the tuning a reference number of batches per growth phase
was defined, it consists in a vector [16, 16, 16, 8, 8]. It is adjustable by a multiplier which is the only value
to modify. This solution result in a more straightforward and clear choice of the number of batches per
growth phase.
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e Number of epochs: an epoch correspond to a an entire iterations through the training dataset. An
epoch does not necessarily correspond to a single optimization of the network, in fact in the case of
Mini-Batch Gradient Descent the parameters are updated for each mini-batch, so more then once for
an epoch. The number of epochs strongly influences the training and it is important to be careful to
train the network for as many number of iterations as long as the error keeps decreasing. Similarly to
the number of batches a fixed vector equal to [5, 10, 10, 15, 15] and a number of epochs multiplier were
defined to better handle the tuning of the hyper-parameter.

The network is trained both for single as well as for combined fields generation. First, GAN performance for
single fields is verified, by training a different network for each atmospheric variable separately to obtain 4
distinct field generators. Afterwards, by combining the different fields together as channels of a single image,
multi field generators are verified. By seeing more than one field at the same time the network might be able to
better learn the atmospheric structure behind the variables considered. The trained models are listed in table
4.1, for both single field representation and different combinations of multi-fields representation Wasserstein
and Cramer distance have been considered as loss function. Unfortunately it was not possible to perform
multi-fields representation involving all the 4 atmospheric variables. The limited amount of simulation hours
on Cartesius did not make it possible to perform the training and the limited amount of space on memory in
Kaggle and Colab could not allow to finish it.

3.3.1. The Adam optimizer

Adam stands for adaptive moment estimation and it is an algorithm for first-order gradient-based optimiza-
tion of stochastic functions, based on moving averages estimates of lower-order moments. The estimates
of first and second moments of the gradients are utilized to computes individual adaptive learning rates
(Kingma and Ba (2017)). Computing adaptive learning rates means that Adam estimates individual learn-
ing rates for different parameters. The weights update is done accordingly to the following procedure:
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Equation 3.4, 3.5 are the estimates of the exponentially weighted moving averages of the gradients, 3.4 is also
called momentum term. $; € [0,1) is an hyper-parameter which controls the exponential decay rate of the
moving average. In other words ; controls the window of previous gradients that are considered in the av-
erage (window = ﬁ), if 81 = 0.9 the window is equal to 10, so the average considers the last 10 gradients.
The momentum term helps smoothing out the update and removing the oscillations in the objective func-
tion space that might happen with normal gradient descent. In fact, by taking the average of the gradients
the algorithm goes for a more direct path towards the local optimum instead of oscillate on the slope. The

bV = p — g (3.13)
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momentum term helps accelerate gradients in the right direction and also makes the gradient descent algo-
rithm take larger steps and converge faster. The property to store the gradients for use in the next updates of
the parameters cause this.

Equation 3.6, 3.7 are the estimates of the exponentially weighted moving averages of the squared gradients.
B2 € [0,1) controls the average in the same way as 8; does. The second order moving average operates to
normalize the gradients, this normalization balances the step size, decreasing the steps for large gradients to
avoid exploding, and increasing the step for small gradients to avoid vanishing.

Equation 3.8, 3.9, 3.10 and 3.11 are bias correction of the estimates. Because the moving averages in Equa-
tion 3.4 to 3.7 are initialized to 0, the moment estimates are biased towards 0, in particular during the initial
timesteps of the learning and when the decay rates 1, B, are small, that is close to 1 (Kingma and Ba (2017)).
This problem is solvable by applying bias correction which makes the computation of the averages more ac-
curate and does not affect it too much when t is large.

Equation 3.12, 3.13 are the parameters update formulas for Adam algorithm. € is a very small term, usually
equal to 1078, to avoid dividing by 0.

3.3.2. Training configuration

The learning of a neural network is characterized by trial & error and by the modeler intuition on how to tune
the hyper-parameters accordingly to the networks answers to optimization. In fact, even if it is possible to ex-
pect some different behaviour from the network in accordance to an increase or a decrease of specific hyper-
parameters, most of the time is difficult to predict how the network will change after an hyper-parameter
variation or what could be the best hyper-parameters configuration to optimize the network. Deep neural
networks can be interpreted as black box from which is generally very difficult to understand the behaviour
and the influence of the structure on the results produced. For this reason training a neural network is chal-
lenging and there is not a universal value of number of layers, learning rate, batches dimension, etc., but
rather the optimal value of the hyper-parameters changes between applications.

After a consistent number of trials for the training configuration, in respect of the losses values and the im-
ages generated by the generator, an optimal set of values for the hyper-parameters has been found. It is the
following:

* Learning rate: a = 1075

* Latent space dimension: z = 128,256

¢ Batches dimension multiplier: b, = 8

¢ Number of epochs multiplier: e, =2

» Adam’s exponential decay rate 15 moment: §; = 0.0

 Adam’s exponential decay rate 24 moment: 8, = 0.99

An interesting aspect of the configuration adopted to train the network is the value of ;, which generally in
deep learning application is equal to 0.9 (Kingma and Ba (2017)). In fact, during the hyper-parameters tuning
a considerable improvement in the losses values and in the quality of the generated images is evident in the
shift of B, from 0.9 to 0.0. §; = 0.0 is also adopted by Karras et al. (2017), denoting that most likely for PGGAN
training with Adam optimizer this is the best hyper-parameter configuration.

With B; = 0.0 the exponentially moving average of the first moment is just equal to the gradient at that up-
date step. By consequence the momentum term has no influence on the learning algorithm and the gradient
descent in the objective function space. The only presence of the exponentially moving average of the sec-
ond moments makes the Adam algorithm downgrade to RMSprop learning algorithm, which is part of the
adaptive learning rate methods (Bushaev (2018)). Knowing for certain which is the cause that makes the
learning algorithm work better without considering the momentum terms is difficult, but intuitively it can
be related with the gradient steps in the optimization space. In fact, considering that the momentum term
makes the gradient descent take larger steps along the direction of optimization it might be possible that
by consequence the training cannot converge to a local minimum. Because of steps that results too large,
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Figure 3.3: Example of a situation where the training algorithm does not converge to a an optima solution in a 2 dimensional space with
4 local minima. Despite gradient descent follows the steepest directions it just ends up on the other side of the optimal points since the
steps are way larger than the points’ attraction basins. Because of this behaviour the learning algorithm never converges to an optimal
solution.

the training algorithm instead of descending in one of the function local minimum surpasses the optimal
points and never improves the weights value, a simpler but intuitive example of the situation in a 2D space is
illustrated in Fig 3.3.



Results and Discussion

The evaluation of the results produced by the generator relies on two important factor: diversity and visual
fidelity or quality of the images. Diversity in the images means that the distribution learned by the GAN
covers all possible modes present in the original distribution. The extreme case involving diversity is mode
collapse, a GANs’ structural behaviour which implies the generator to create very similar images with almost
no diversification (Bau et al. (2019)). Visual fidelity means that the samples generated by the generator re-
semble the original one and the structure of the generated images corresponds to the structure of the original
images. For what concerns ETCs, visual fidelity involves aspect like location of the regions of low and high
pressure and shape of the former, pressure gradient around the points of local minimum which are consid-
ered cyclone centers, winds direction and speed in the proximity of the cyclone centers and structure of the
mesoscale rain bands. To evaluate the models for each different training setup the generated samples have
the same dimension of the original sample if not differently specified. The models considered for evaluation
are listed in Table 4.1. Because of the poor model performances the Table does not list any GAN trained on
rainfall fields using the Wasserstein loss.

Model ID Atmopsheric Variables Loss function
W-P Pressure Wasserstein
W-U Zonal wind Wasserstein
W-V Meridional wind Wasserstein
W-PUV Pressure, Zonal wind, Meridional wind | Wasserstein
W-PR Pressure, Precipitation Wasserstein
W-UV Zonal wind, Meridional wind Wasserstein
C-P Pressure Cramer
C-U Zonal wind Cramer

C-v Meridional wind Cramer

C-R Precipitation Cramer
C-PUV Pressure, Zonal wind, Meridional wind | Cramer
C-PR Pressure, Precipitation Cramer
C-Uv Zonal wind, Meridional wind Cramer

Table 4.1: Trained generator models considered for the discussion and the comments of the results obtained.

Despite their increasing popularity, and their rapid developments concerning architectures and training frame-
works, evaluation of GANs’ performances is still a difficult task. Different set of measures has been intro-
duced, but there is not yet a factor or an index which is able to take into account strength and limitations of
the model and compare it with others (Borji (2018)). There are some measures which are suggested as ad-hoc
factor to judge the visual quality of the images and the diversity of generated samples, like Inception score (IS)
and Fréchet Inception (FID). However, they rely on an ImageNet-pretrained Inception network, which makes
them inconsistent with other datasets like the one involved in this project (Shmelkov et al. (2018)). In fact, it
is important to consider that GANs applications on problems of similar nature to the one considered in this
project are really a few. In particular there are not example or studies involving ETCs for what is known, but
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meteorology and weather forecast more in general. This makes it even more complicated because measures
of diversity or visual fidelity that have performed well for other kind of applications cannot be directly applied
but they rather need to be investigated to assess their consistency and compatibility to the dataset. It is be-
lieved that the investigation of a particular performance metric is not needed and goes beyond the purpose of
this research. It is believed that the image quality and the variety in the generated samples can still be judged
from a qualitative point of view by looking at summary plots of both the generated and the original sample
and similarity between them, but also by investigating the latent space representation of the network.

Following the analysis of the results it is progressively clear that the most interesting models to validate are
those adopting multi-field representation. In fact, this kind of models are expected to have better perfor-
mance in respect of single-field representation models because of the physical link between the atmospheric
variables. It must be considered that the pressure gradient governs the winds, in particular it is strictly related
with the wind speed through the geostrophic wind relation. Similarly, precipitation and pressure are related
because rainfall systems are found along the cyclones’ fronts. So the combination of different atmospheric
variables during learning should improve the network representation thanks to their physical interdepen-
dence. This is not the only advantage of adopting multi-field representation, in fact by training the network
with different atmospheric variable channels it becomes able to generate fields where the variables are all rep-
resenting the same situations. To investigate better the links between the variables and if they improve the
atmospheric representation, another multi-field model has been trained considering pressure, wind speed
and precipitation. The model id is C-PWSR. However, the use of wind speed instead of wind components
does not improve the representation with respect to the other models. Graphs the results for model C-PWSR
are reported in Appendix 7.

To assess whether or not the model was able to learn the probability distribution of the original sample,
the histograms of the original and generated fields are compared. Histograms are not ideal because they just
take into account the pixel values independently of their location in the domain and independently of their
belonging to the same image. But histograms are good proxies for judging the similarity between the two dis-
tributions and the diversity in the values assumed by the atmospheric variables in each pixels, therefore, they
are necessary for a first validation of the generated samples and to judge their diversity. However histograms
do not provide any information regarding the quality of the generated images.

To judge the visual fidelity of the generated images overall is complicated, in fact judging the fidelity of each
GAN generated field by visual inspection of the general atmospheric structure and ETC features is an un-
feasible task. Therefore, we proceeded by considering the average field of the sample for each atmospheric
variable and comparing it to the original one may give good insight on the goodness of the images’ quality.
The average field is computed as the mean value in each pixel across all the fields belonging to the generated
sample and the original sample. The average fields comparison can help to address some questions regard-
ing the atmospheric structure across the two datasets. Are the regions of low/high pressure located at same
longitude and latitude? Do they have equivalent extension? Is rainfall mainly occurring in the latitude band
between 30°and 60°where all cyclones pass through? Similarly for higher values of wind speed, are they oc-
curring in the region with higher track density?

To compare the models performance in representing the data structure three similarity/correlation index are
computed considering the average fields of each atmospheric variables. They are the Pearson correlation co-
efficient, the Spearman’s rank correlation coefficient and the Structural Similarity Index Measure (SSIM). The
Pearson correlation coefficient is a statistical measure to quantify the linear correlation between two variables
or datasets, it ranges between -1 and 1. An absolute value of 1 indicates a linear relationship between the two
samples, while a value of 0 implies that there is no linear correlation (Benesty et al. (2009)). The Spearman’s
rank correlation coefficient is a statistical measure to assess monotonic relationship between two variables
or datasets, it also ranges between -1 and 1. When each of the samples is a perfect monotone function of
the other, Spearman correlation is equal to 1 in absolute value (Sedgwick (2014)). The SSIM is a method to
measure the similarity between two images by estimating the absolute errors, differently from mean squared
error and peak signal-to-noise ration. The measure considers the structural information of the images, so the
idea that pixels in similar locations have strong inter-dependencies. SSIM also ranges between -1 and 1, an
absolute value of 1 indicates perfect structural similarity and happens in the case of two identical sets of data.
A value of 0 indicates no structural similarity (Zhou Wang et al. (2004)). The average fields generated by the
different models highlight a better results for the model adopting the Cramer distance as loss function of the
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network.

There is an inconvenience in considering the average fields, even though the generated and original ones
may look alike it does not mean that the values in the pixels of generated fields are occurring with a similar
relationship as they are occurring in the original sample. To explore better the visual fidelity of the images
4 specific cyclones are considered as case studies for a field to field comparison with the most similar im-
ages from the generated samples, to see if the model is actually able to reproduce similar situation to the one
characterizing these cyclones. The storms considered in the analysis are listed in Table 4.2.

Cyclone ID Start date End date # of snapshots
257 14-10-1987 12:00 | 16-10-1987 06:00 42
441 15-10-1993 11:00 | 16-10-1993 11:00 25
643 24-12-1999 06:00 | 27-12-1999 18:00 84
667 29-10-2000 17:00 | 01-11-2000 00:00 55

Table 4.2: ETCs considered in the field to field comparison and in the latent space interpolation analysis.

Together with the field to field comparison the latent space is investigated to try to understand how small
variations in the random vectors influence the fields generated by the model and if the connection between
latent space and images generation is not random. The analysis proceeds according to the method applied in
Radford et al. (2015) and it works as follows. Considering the initial and the final frames of each cyclone track,
the most similar fields are selected from a generated sample according to the SSIM. For simplicity, let A be
the generated field most similar to the initial cyclone snapshot, and B the most similar to the final snapshot.
A linear interpolation is performed from the latent space vector generating image A to the vector generating
image B. After this procedure a synthetic track is generated from the interpolated vectors, which are the same
amount as the original snapshots in the cyclone track. The frames of this new generated track are compared
to the ones of the original track by plotting the SSIM evolution in time. To better assess the similarity between
the original track and the synthetic track, the average SSIM between the original frames and a sample of 1’000
generated images is also plotted for comparison.

This comparison procedure helps to understand how well the models perform in respect of a random guess
(the average SSIM), to analyze better the visual fidelity of the generated images and to investigate if the model
has learned the atmospheric structure underlying the fields. By comparing the snapshots in the generated
track to the ones in the original track the quality of the images can be judged considering the structure and
the trends resemblance between correspondent fields. The network learning can be evaluated by looking at
the similarity in the snapshots evolution, in fact if the snapshots in the two tracks present similar features it
suggests that the model was able to learn a meaningful mapping of the latent space. Small changes in the vec-
tors are matched by the generated images respecting of the physical structure and evolution of these events.
At the same time it is very difficult that the evolution in the interpolated track matches the evolution in the
original track because of how the former is produced and because of the data constituting the training set.
The frames of the synthetic tracks are obtained from interpolation and the network has trained on ETCs fields
generation and not tracks generation.

The number of images contained in each generated set adopted for sample distribution comparison, average
fields comparison and selection of most similar initial and final snapshots is the same as the original training
set, so 43’313 in each generated dataset.

4.1. Sample distribution comparison

The comparison of the histograms of the original and generated dataset gives an insight on the ability of the
network to learn the distribution, in particular to understand if the level of variety in the generated sample
is high almost as or as much as in the original sample. The histograms are plotted for each atmospheric
variable and for each trained model, see Figure 4.1, 4.2, 4.3 and 4.4. All the generated samples of fields for
every variable have a unimodal distribution like the original dataset, in some cases the peak in frequencies
are located at very similar values, while in a few other the shape of the distribution is equivalent but the range
is clearly shifted.

In general, by looking at the histograms, it is evident that the atmospheric variables which is better repre-
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Figure 4.1: Histograms comparison for pressure between the original sample and the generated sample for the six trained models.

sented across the different models is the pressure (Fig. 4.1). In fact the range of values is usually very similar
between generated and original histograms, as well as the shape. It is also clear from the graphs that the dis-
tributions generated by the model adopting the Cramer distance have more similar properties to the original
distribution. For example, consider the histograms of pressure and wind components for model W-PUV (Fig.
4.1b, 4.2b, 4.3b), there is a general trend in the histograms of the generated sample of higher frequencies for
smaller values which results in bigger left tail for the distribution. This trend is not occurring in the generated
sample of model C-PUV (Fig. 4.1e, 4.2¢, 4.3e), where instead the histograms look very similar with small dif-
ferences in the peak frequency.

Considering single-field representation and multi-fields representation it is noticeable that the utilization of
more channels for a combined learning is not very helpful to improve the values distribution in the generated
samples. There are some cases of multi-fields representation model where the histograms of the atmospheric
variables are usually more dissimilar between each other in comparison with those of single-field represen-
tation. The most significant examples are the histograms computed from the generated samples of models
C-PR (Fig. 4.1f, 4.4c), W-UV (Fig. 4.2c, 4.3c) and C-UV (Fig. 4.2f, 4.3f) for all the atmospheric variables.
For pressure and rainfall it is just a matter of discrepancies in frequencies of some values, whereas shape and
range of the histograms still look similar. For the wind components the worsening in the histograms similarity
is also tangible in the shape, in the range and in the mode location. Especially for what concerns the plots for
W-UV it seems like the information of both wind components together decrease the network understanding
of the data representation causing a lot of difference between the original histogram and the generated one.
This behaviour of the network is unexpected considering that the wind components are strictly correlated
since they measure the same atmospheric entity. The additional information regarding pressure increase
the quality of the generated sample representation for both wind components, guaranteeing a comparable
diversity to the original dataset, see Figure 4.2b, 4.3b, 4.2e and 4.3e.

For what concern rainfall it is clear that the results obtained from the model trained with the Wasserstein dis-
tance (Fig. 4.4a) are definitely worse than the results obtained by the Crameér models. The rainfall generated
histogram of W-PR shows considerable frequencies for different negative values of rainfall, which is obviously
wrong and not physically possible. Negative values generated by the model are likely to be a consequence of
the characteristics of rainfall in the original sample. In fact, because of the domain extension and the char-
acteristics of rainfall events is more frequent to have values equal or very close to zero than larger positive
numbers. For this reason and because the network is not aware of natural constraints of precipitation like the
impossibility of having the negative values, the model learns the possibility to also have negative values in the
variable representation. Negative values are also present in the rainfall histograms for C-P and C-PR model
(Fig. 4.4b, 4.4c) but they are very close to 0, which suggests that the model has better learned the occurrences
in values for rainfall. C-PR model is the one generating a sample with higher frequency in nil values, closer to
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Figure 4.2: Histograms comparison for the zonal wind component between the original sample and the generated sample for the six
trained models.

the one in the original sample.

4.2, Average fields comparison

The atmospheric variable average fields are computed both for the original sample and the generated sam-
ples as the average in each pixel of the domain across the all dataset. Even though the average fields do not
contain information regarding the characteristics of all fields belonging to the sample, they show the average
structure of the atmosphere which is useful to understand if in the generated samples there are similar pat-
terns to the original sample. As first analysis the similarity/correlation between the average generated fields
and the average original fields for each variables in every model is computed according to the Pearson cor-
relation coefficient, the Spearman correlation coefficient and the SSIM. Figure 4.5, 4.6, 4.7 and 4.8 show the
values of the indices for pressure, wind components and precipitation. The variables which presents higher
values of similarity/correlation between average fields is pressure, independently of the number of channels
in the representation and the loss function considered for training.

In general, is evident that for the models adopting the Cramer distance as loss function the similarity be-
tween average fields is higher, independently from the variable that is considered. This behaviour is clear for
the wind components and rainfall while for what concern pressure there are good values of similarity also
considering model W-PR.

Considering the single-field and the multi-fields representation the improvement in similarity between av-
erage fields is not always related with the increase of atmospheric variables adopted for training. If the
Wasserstein models are considered there is a significant increase in the indices for multi-fields representation
only for pressure, while for zonal and meridional wind component the situation is more complex. The SSIM
slightly decreases for both wind components in the multi-fields representation as well as Pearson and Spear-
man coefficients for the zonal wind. While for the meridional wind the correlation coefficients marginally
increase. For what concern Cramér models the only case where the value of the indices increases in the multi-
fields representation is for the meridional wind component in model C-PUV. For the other variables there are
very equivalent values of correlation for both single-field and multi-fields representation, the only exception
is model C-UV where the similarity in the average fields for both wind components is very low compared to
the other Cramer models. The values of the indices for models W-UV and C-UV suggest a poor performance
from the models considering the two wind components in their representation, the information regarding
both components seem to bring contrast in the network learning. This behaviour is not present when also
pressure is considered in the model learning, as in model W-PUV and C-PUV.

Following the bar charts reporting the correlation/similarity indices the plots of the generated average fields
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Figure 4.3: Histograms comparison for the meridional wind component between the original sample and the generated sample for the
six trained models.
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Figure 4.4: Histograms comparison for precipitation between the original sample and the generated sample for the six trained models.

for the most significant models are reported in comparison to the original sample of each variable (Fig. 4.9,
4.10,4.11 and 4.12.

Considering the plots of the average fields for pressure in Figure 4.9 it is interesting to observe that all the
models represent the regions of high and low pressure similarly to the original sample average field. In fact,
in the central region of the domain the lowest value of pressure are occurring, it respects the truth that most
of the cyclone if not all the cyclone tracks are moving across the square with borders 30°N, 60°N, 40°E and
10 °E as reported in Figure 1.12. With respect of a qualitative human eye judgement it can be asserted that
the most similar average field is the one obtained by the generated sample of model C-PUV (Fig. 4.9d). The
average field produced by model C-PUV is better at representing the extension of the regions of low and high
pressure with a similar range of values even if they are generally higher from the ones in the original field.
Also the gradient patterns are very similar to those of the original average fields, looking much smoother and
continuous with a very close representation of the shift of values in the band comprehended between 0°and
30°N. For what concerns the average field of W-PR model (Fig. 4.9b), the values in each pixel are bigger than
the corresponding in the original average fields, in fact even if the region of low and high pressure are truth-
fully represented the averages in the pixels are really shifted to higher values. This behaviour compromises
the representation of the 0°-30°N band which looks like a high pressure region when in the original fields the
pressure range is at lower values. The average field of W-PUV model (Fig. 4.9c) present a similar pattern to
the original average field considering the location and extension of the central low pressure region. However,
it lacks in representing correctly the rest of the domain, the 60°N-90°N band of high pressure contains very
high values, the 0°-30°N band has a very irregular gradient and the values are oscillating from very low to very
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Figure 4.5: Correlation between the original pressure average field and the average fields generated by the different models. The correla-
tion is expressed according to the Pearson correlation coefficient, the Spearman correlation coefficient and the SSIM.
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Figure 4.6: Correlation between the original zonal wind component average field and the average fields generated by the different mod-
els. The correlation is expressed according to the Pearson correlation coefficient, the Spearman correlation coefficient and the SSIM.

high instead of being varying smoothly and in a smaller range. Not only high and low latitudes are poorly rep-
resented but also there is a lot of irregularity in the average field. In fact in different regions of the domain are
present vertical or horizontal stripes of values very dissimilar from the ones surrounding them, in particular
at the boundaries of the domain. This stripes of different values influence particularly the structure of the
average field, which generally has a very irregular gradients in respect of the other average fields and it looks
much more blurry and artificial.

For what concerns the average fields plots of the wind components is immediately evident that the most
similar are the ones computed from the generate samples of model C-PUV (Fig. 4.10d, 4.11d), as it was for
the pressure. The region of high values, located in the central part of the domain, have similar extension
and shape for both wind components, with some discrepancy in the magnitude of the values. This is impor-
tant because it suggests that the network has learned that the central regions of the domain are those where
higher wind speed are occurring due to the more frequent passage of storms. The winds gradients are well
represented, following similar trends to those appearing in the original average field. The average fields plots
of model C-UV confirm the poor performance of a model considering only the two wind components, in
fact both Figure 4.10c and 4.11c have nothing in common with the corresponding original plots, looking very
chaotic and blurry by showing similar behaviours to Figure 4.9c. Blurriness and artifacts in the field structure
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Figure 4.7: Correlation between the original meridional wind component average field and the average fields generated by the different
models. The correlation is expressed according to the Pearson correlation coefficient, the Spearman correlation coefficient and the SSIM.
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Figure 4.8: Correlation between the original precipitation average field and the average fields generated by the different models. The
correlation is expressed according to the Pearson correlation coefficient, the Spearman correlation coefficient and the SSIM.

are also evident in the average fields of model W-PUV (Fig. 4.10b, 4.11b), however in this case in some regions
of the domain the values seems to follow a similar structure to the one of the original fields (Fig. 4.10a, 4.11a).
In fact, for the meridional wind component the model represents with similar extension and magnitude of
the values the region located between 10°N-40°N and 70°E-20°E. Similarly for the zonal wind component the
region of high values with sides 40°N, 70°N, 50°E and 10°E has an equivalent extension. However the rest of
the domain is poorly represented for both variables.

As for the other variables also for precipitation the average fields computed from the generated sample of the
model trained with the Cramer distance looks much more similar to the original average fields than the one
obtained from the sample of the Wassertein model. Figure 4.12c shows that model C-PR correctly represent
the structure underlying the average rainfall field, in fact the region of higher values have similar shape and
extension both in the generated field and in the original field with similar range of values. However the gra-
dient in the generated field is not smooth as in the original one. The generated average fields of model W-PR
(Fig. 4.12b) is completely different from the original average field, especially because almost all the value in
the domain are negative. The other interesting feature to observe are the very high positive values at the left
boundary of the domain an in the top right corner, they are probably caused by the same kind of behaviour
typical of the models trained with Wassertein distance.

If the histograms comparison between original samples and generated samples suggests a better represen-
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Figure 4.9: Average fields of pressure for the original sample and for the generated samples of significant trained models. In this case the
average fields of W-PB, C-P and C-PR are not considered because the former is equivalent to W-PUV and the latter to C-PUV.

tation of the data structure by the model adopting the Cramer distance as loss function, the plots of the
average fields confirm this intuition. The average fields of the samples generated with the Cramér models are
much more similar to the original average fields, they correctly represent the extension, the shape and the
magnitude of the different regions in the domain. Also the gradients in this field looks more smooth and ho-
mogeneous, matching those of the original fields with some small discrepancies especially for precipitation.
Generally, pressure seems to be the variable of which the network is able to learn the structure better, in fact
its additional information causes a much better representation for the wind components.

The average fields of the samples generated with the Wasserstein models usually comprehend some charac-
teristics of the original fields’ structure but they look more chaotic, with an irregular gradient that is usually
evident because of considerable variation in values between close grid points. These generated images are
characterized by random horizontal and vertical stripes of very different values from those in the pixel sur-
rounding them. This kind of behaviour makes the average field look more artificial and it occurs in all the
images of the generated samples examined. It is believed that the stripes behaviour is a consequence of the
network learning using the Wasserstein distance. In fact, the stripes are probably artifacts created by the
network to better match the distribution of the atmospheric variables across the fields. The GAN may gener-
ate these lines of extreme values to balance the data distribution structure doing training. This behaviour is
here shown for the average fields of the generated sample but its characteristics are expandable to almost all
WGAN models since it is so clear in different region of the average field and of the generated images. However,
there is an interesting exception in model W-PR, in fact it does not show any of the characteristics common
to the other Wasserstein models. Nevertheless its outcome is still inferior to the results obtained with C-PR.
From the average fields comparison it emerges that for the Cramer models there is a small improvement in



42 4. Results and Discussion

=

= ]
o

g
s

Latitude
2z

&
=
Latitude
=

U wind component [mys]
U wind companent [mys]

=

20
-4

=70 =50 -40 =30 =20 =10 -40 =30 =20
Longitude Longitude

s

(a) Original (b) W-PUV

Latitude
2

&
U wind companent [mys]
Latitude

U wind companent [my/s]

1}
=70 =30 =20

=30 -20
Longitude Longitude

(c) C-UV (d) C-PUV

Figure 4.10: Average fields of zonal wind component for the original sample and for the generated samples of significant trained models.
In this case the average fields of W-U and C-U are not considered because the former is equivalent to W-PUV and the latter to C-PUV. To
show the poor representation of combined wind fields only C-UV is considered.

the representation learned by the network if multi-field learning is considered instead of single-field, with the
exception of C-UV that is instead worse of the wind components single-field representation. For the Wasser-
stein models similar conclusion are valid but the case of W-PR might be highlighted, in fact it seems that the
additional information regarding rainfall is helpful for a better learning of the pressure fields structure. This
behaviour makes sense considering the physical connection between the two variables.

4.3. Latent space interpolation and tracks similarity

From the sample distribution and average fields comparison it has emerged that the best results and perfor-
mance are obtained with the multi-field Crameér models. For the investigation of the latent space and for the
study of the tracks similarity only the models C-PR and C-PUV will be considered.

The level of similarity between the original track and the synthetic track is evaluated by comparing the SSIM
evolution of corresponding snapshots to the evolution of the average SSIM between the original frames and
a sample of 1’000 generated images. Because the cyclone have all different life period, instead of considering
the evolution in absolute terms, the relative evolution in percentage is taken into account, so that the com-
parison between cyclones results easier. The synthetic track is generated thanks to the linear interpolation
between the vectors of the latent space generating the most similar images to the initial and final snapshots
of the storm. The field to field comparison between the interpolated track and the generated track shows
how well our models perform compared to a random guess. If the training of the GAN has been successful a
meaningful link between the latent space and the images generation is expected. This means that the images
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obtained from the interpolated vectors should show similar features to the frames of the original tracks and
have higher similarity in respect of the average SSIM.

The analysis of the interpolated track helps to judge the atmospheric structure underlying the generated fields
and to investigate the relationship between latent space and images generation. Are small variations in the
latent space matched with small variations in the generated images by the network? Do these variations have
physical meanings? The comparison between interpolated and original track addresses these questions but
it cannot be considered to comment the cyclone evolution in the track. It is important to remember that the
network has been trained with cyclone fields, not with cyclone tracks. In fact it is impossible for the network
to learn the evolution of a cyclone without having seen one, especially with the mediocre amount of images
used for training.

The results of the SSIMs evolution comparison are promising, in fact for both models considered and for
almost all cyclones the similarity between original snapshots and interpolated snapshots is always consid-
erably higher than the average with the 1’000 images sample (Fig 4.13 and 4.14), not only for the initial and
final snapshots but also for the interpolated images composing the synthetic track. The range of values for
the 2 SSIMs is generally higher for model C-PR, that is because the similarity indexes are computed consid-
ering rainfall values. In fact the high frequency of nil values in the precipitation distribution causes higher
similarity between the original and the interpolated track. There is a common trend in the SSIM evolution
to some of the interpolated tracks which first decreases and then grows again drawing a mild convex line
(Fig. 4.13a, 4.13d, 4.14a and 4.14d). This behaviour in the similarity evolution was excepted because the ini-
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Figure 4.12: Average fields of precipitation for the original sample and for the generated samples of significant trained models. In this
case the average field of C-R is not considered because is equivalent to C-PR.

tial and final snapshots are specifically chosen considering the most similar images from a generated sample
of same dimension to the original. The shortest track, cyclone 441, shows a constant decrease in the SSIM
evolution unless increasing rapidly when it arrives at the final snapshot. The decrease is steeper for model
C-PR, while in model C-PUV is almost constant in the first and last third of the cyclone evolution (Fig. 4.13b
and 4.14b). The SSIM evolution of track 643 decreases irregularly from initial to final frame (Fig. 4.13c and
4.14c). Is interesting to highlight that for almost all the interpolated tracks in both models the SSIM evolution
has a maximum decrease within a range that is at least 2 times smaller than the minimum distance from the
other line, the only exception is cyclone 441 in model C-PR (Fig. 4.13b). These results is comforting because it
is interpretable as a good level of relative similarity between the interpolated snapshots and the original ones.

To have a better idea of how well the different interpolated tracks are represented with respect of the orig-
inal cyclones the visual plot of each field is considered. Because of the long sequences of snapshots for each
track GIFs showing their evolution are attached to this document in the repository. The qualitative assess-
ment of the similarity between atmospheric structures in the snapshots of interpolated and original tracks
enlightens some interesting properties of the generated fields.

For what concern pressure the low region corresponding to the cyclone centre is generally well represented
for all cyclones. Interpolated track 441, 643 and 667 obtained from model C-PR have some differences in ex-
tension, size and magnitude of the lows along with the cyclone evolution. In the interpolated tracks obtained
from model C-PUV the lows looks more similar but in track 257 and 667 the values in the cyclone center re-
gion are about 2 hPa larger on average. The high pressure region characterising the 0°-30°latitude band of
the domain is usually represented with bigger values by both models, usually around 2 to 3 hPa, except for
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most similar generated images to the initial and final frame are coming from a dataset that has the same dimension of the original one.
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images.

cyclone 667 where the pressure field has values higher than the average across all domain. The high pressure
region characterising the 50°N-90°N latitude band of the domain is usually better represented and similar to
the original, with the exception of higher values for the interpolated track of cyclone 257 for both models, at
certain time-steps the differences are even around 10 hPa. In general the pressure gradient is well represented
and the region of transition from low to high pressure have similar values to the original snapshots, differing
sometimes for extension.

Wind representation is generally good across all interpolated tracks, both wind speed and direction in the cy-
clone region look similar to the original tracks. The most problematic part is the southern part of the domain
were the wind speed values in the generated track are higher, sometimes even of 10 m/s. Also the direction is
poorly represented in this region with differences going up to 100°from N.

For what concerns precipitation, the extension of rainfall systems comprehended in the cyclone is usually
similar between the two tracks, especially in the beginning. The interpolated snapshots cannot represent
clearly the evolution of shape, location and values of the more intense rainfall system linked to the storms.
The evolution of the latter in the generated track does not follow the moving pattern of the cyclones going
from west to east across the domain.

The main discrepancy present across all tracks concerns the fields evolution, and is mainly tangible in pres-
sure and rainfall fields. In the original track the images change one after the other suggest a movement of
air masses, especially for the cyclone center where the spinning behaviour of the storm is evident, in the
interpolated track this is not felt. However, the lack of these feature in the interpolated tracks is more than
comprehensible considering that only the initial and final frame are generated taking into account the simi-
larity with the original track, while the rest of the snapshots are determined with a linear interpolation.

The latent space interpolation between vectors generating the most similar images to the initial and final



46 4. Results and Discussion

06 06
—— |nterpolated —— |nterpolated
Average Awerage
05 05
0.4 04
= =
" 03 # 03
02 02
01 01
0 20 40 60 80 100 o 20 40 60 80 100
Cyclone evolution [%] Cyclene evolution [%]
(a) Cyclone 257 (b) Cyclone 441
06 06
—— |nterpolated —— |nterpolated
Average Awerage
05 05
0.4 0.4
= =
A A
03 03
0.2 0.2
T T T T T T D ]‘ T T T T T T
0 20 40 &0 80 100 0 20 40 &0 80 100
Cyclone evolution [%] Cyclene evolution [%]
(c) Cyclone 643 (d) Cyclone 667

Figure 4.14: SSIM evolution between original snapshots of the cyclones tracks and interpolated generated images using Model C-PUV.
The most similar generated images to the initial and final frame are coming from a dataset that has the same dimension of the original
one. The SSIM evolution is compared with the average SSIM evolution between the original snapshots and frames from a sample of
1’000 images.

snapshots of the cyclone is helpful to also draw some conclusion on the latent space interpretation by the
network. The network relationship with the latent space and the images generation is investigated thanks
to the interpolated tracks. With the help of the similarity comparison it can be safely affirmed that the rep-
resentation of the network of the ETCs fields has a structure which respects a lot of features of the original
data. In fact, the images produced by the interpolation present a high level of relative similarity compared to
arandom guess, the average similarity across 1’000 random images. Also, the couples of corresponding snap-
shots compared one by one show that generally the atmospheric structure in the interpolated frames looks
like the original with most of discrepancies in the magnitude of the values. So by moving in the latent space
from a vector to another vector generating know situations, the images generated by the network have several
characteristics in common to the intermediate situations in the original sample. The visual plots of the inter-
polated tracks show that the system is able to match small variations in the latent space to small variations in
the images. These results are promising because they show that the images generated by the network change
accordingly to the atmospheric structure of the ETCs fields. Which means that the generation of images is not
randomly connected to the latent space. However a more specific and extensive research regarding the latent
space is needed to understand better how values in the latent space vectors influence the field generation and
if there are any relationships between regions of the latent space and commons situations in the generated
images. It would be also interesting to understand better the relationship between values at specific position
of the vectors and characteristics of the ETCs fields. To address such problems a technique like the inversion
of the Generator must be considered (Creswell and Bharath (2018)).



Conclusions

The purpose of the project is to address the possibility for a GAN to learn the distribution of ETCs fields and
generate new samples that present similar atmospheric structure to the original one. To deal with the known
GANs problems of instability during training and generation of high resolution images a specific architecture
has been selected, the Progressive Growing GAN. The method works by progressively growing the resolution
of the convolutional layers both in the generator and the discriminator together with the progress of the net-
work learning. This learning framework allows the network to first learn the large scale features in the images
while training at lower resolution, afterward the learning focus is shifted on small scale features at higher res-
olution. The progressive growing of the resolution in the training images guarantees that the network does
not have to learn features at different scales simultaneously. The PGGAN framework has been selected also
because it easily allows to implement the training also at higher resolution for future developing. In fact, for
this project the images have been down-sampled to a 64x64 resolution to guarantee a more stable training.
The PGGAN has been trained on the fields of pressure, wind and precipitation of the storms extracted from 40
years of ERA5 reanalysis data. In particular they are the mean sea level pressure, the zonal wind component
at 10 m, the meridional wind component at 10 m and the rainfall rate. To train the model the domain selected
is asquared region in the North Atlantic, the squared shape simplifies the filter operation in the convolutional
layers and the architecture of the network.

The loss function considered for the network are the Wasserstein distance and the Cramer distance, the for-
mer has been historically adopted in GANs training because it helps resolving the probelm of mode collapse
and simplifies the procedure of training simultaneously two networks (Arjovsky et al. (2017), Weng (2019)).
The latter has been selected after the evidences of a better performance by the network that are adopting it as
loss function for training on images (Bellemare et al. (2017)). These evidences are confirmed by this project,
in fact the results show a much better performance in the ETCs’ fields representation from the model trained
with the Cramer function, especially for what concern the atmospheric structure underlying the data. WGAN
generates more chaotic and blurry fields, usually presenting vertical or horizontal stripes of picture with very
different values form the surrounding that do not really look natural. These stripes seems like artifacts cre-
ated by the network to match the original dataset distribution.

The results obtained with the training of the CGAN are promising. The values distribution of the generated
samples matches the distribution of the original sample with very small differences for all atmospheric vari-
ables. The histograms of the generated samples have similar range, shape and frequency peak to the original
ones and multi-field representation does not significantly improve the features of the generated histograms
(Fig. 4.1d, 4.1e, 4.1f, 4.2d, 4.2e, 4.3d, 4.3e, 4.4b and 4.4c). However, in the generated sample distribution of
rainfall the network represents the possibility of the variable to assume negative values, which is unrealistic.
The negative values are consider by the network probably because the original rainfall distribution is very
close to 0 and the peak in frequency is corresponding to nil values. Luckily the magnitude of the negative
values is very low.

The average fields comparison confirms the goodness of the images generated by the CGAN, in fact for all
the variables the average features of the atmospheric structure are captured, with usually some differences in
pixel values. Shape, extension and location of the different regions in the domain are similar between gen-
erated average fields and original (Fig. 4.9d, 4.10d, 4.11d and 4.12¢). A significant example is the generated
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pressure field which represents the areas of low, intermediate and high pressure correctly considering shape,
extension, location and shift of values from between regions but the pixel values are higher on average of
those in the original field.

The analysis on the interpolated tracks suggest that the network not only has been able to learn the values
distribution of the atmospheric variables related to ETCs, but also the atmospheric structure underlying this
kind of events. The images generated from the interpolated vectors in the latent space show similar features
to those of the original track. The network proves that if the values generated in the vectors are shifted ac-
cordingly to known conditions in the atmosphere the correspondent images generated respect the structure
of those conditions, meaning that the latent space mapping of the network has a physical structure.

Even if the methods applied to judge the quality of the generated images and the learning of the network
show good results overall, it must be considered that they are not strong enough to completely validate the
results obtained. The non-existence of general parameters to judge the quality of the images generated by a
GAN and the absence of summary indexes which can tell if an image might belong to a cyclone track cause
the results comment to be a more subjective analysis relying on a qualitative assessment of the images gener-
ated. Even if the methods may not seem strong enough for validation, they are consistent to understand the
network ability, eventual improvements needed to the framework and helpful to answer the research ques-
tions guiding the thesis. For a future prospective a set of metrics to validate the generated images must be
considered, it could consider aspects used in the identification and tracking of cyclone track or more general
measures used in GANs validation (Borji (2018)).

Considering the results integrity and the network training behaviour the research question are addressed.

Is it possible to generate meaningful ETCs atmospheric variable fields using a PGGAN?

Yes, it is possible but there are a few things which needs to be improved in the representation. In fact, it is
evident from the results that the network is considering possible negative values for precipitation, which is
not realistic. Also, the intense rainfall regions evolution in the cyclones is not well represented. On average,
across all models for all variables, the generated images present higher values than the original ones. There is
some inconsistency in the representation of the southern region of the domain, which might be cause by the
different atmospheric regime at tropical latitudes. A possible way to address the problem of negative values
in rainfall distribution is applying a different transformation to the training set. In the project it has been
normalized considering the maximum an minimum values historically occurred in the North Atlantic. But a
different transformation could ensure data quality and accuracy of predictions. Considering the shape of the
rainfall distribution the logarithmic transformation might positively affect the performance of the learning
algorithm. Log transform is recommended for skewed data because it usually has the effect of spreading out
clusters of data and bringing together spread-out data. By applying this transformation at the training set
the network might learn a more correct representation of the rainfall phenomenon with considering negative
values.

Can the combination of different variable fields improve the PGGAN learning of the atmospheric structure dur-
ing ETCs?

The combination of different variables to perform a multi-channel training of the network does not necessar-
ily improve the network representation of the atmospheric data. When the network is trained with pressure
and wind components together there is a tangible improvement, especially for the winds. The information
regarding pressure helps the network to better interpret the wind fields. The improvement from single to
multi-field representation is minimal when pressure is combined together with precipitation, rainfall infor-
mation helps the network to better learn the pressure structure rather then the opposite. Whereas in the case
of training using just the two wind components the performance of the network worsen a lot. By having only
the wind information the network is not able to reproduce correctly the atmospheric structure underlying the
ETCs fields but it generates chaotic and blurry fields. Even though multi-field representation does not con-
siderably improve the result of single-field representation it has a critical advantage. If we use more than one
variable for the network training, when we generate a new image the fields composing it are related to each
other, so the situation can be analyzed considering more than one atmospheric variable. The combination of
all 4 fields together is believed to improve even more the fields representation because of the influence that
rainfall has on pressure and that pressure has on the wind components. Because of the lack in computational
resources this aspect was not explored.

How to verify consistency in the generated synthetic ETCs fields? Is similarity in statistical distribution a good
indicator? Is it possible to evaluate the atmospheric physical structure with quantitative metrics or just by qual-
itative comments?
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To verify the consistency in the generated fields the original sample and the synthetic samples have been
compared by considering the histograms and the average fields. 4 cyclones have been taken as case studies
to compare the original snapshots to the frames resulting from an interpolation between vectors in the latent
space. The interpolation is computed between the vectors originating the most similar ones to the initial
and final ones of the original track. Similarity in the statistical distribution is a sufficient indicator to exclude
sample produced by models which do not have a statistical resemblance to the original sample. For example
model W-UV and W-PR could be easily discarded by looking at the histograms comparison (Fig. 4.2c, 4.3c and
4.1a). While is not helpful to understand the structure and the feature of the generated fields, in fact model
like W-PUV could have been considered as good runs while having a scarce representation of the ETCS fields
(Fig. 4.1b, 4.2b, 4.3b, 4.9¢c, 4.10b and 4.11b). The evaluation of the atmospheric physical structure cannot be
done using quantitative metrics, mostly because of the difficulties to find summary measures to parameter-
ize ETCs fields. However the possibility to explore an empirical filter which learns pattern of the storms fields
by training on the original data could be an option to investigate.

How are latent space values influencing the generation of ETC fields? Is the relationship between latent space
vectors and image generation stable and respecting the physical structure of the data?

Understanding the relationship between latent space values and the images generated by the GAN is prob-
ably the most difficult analysis regarding this learning framework. It would mean that there is the ability to
understand the operations done by the generator in each layer and how they are affected by the initial values
in the random vectors. The generator mapping of the latent space is very complicated and difficult to under-
stand, but it can be investigated by adopting different procedures such as looking for semantics encoding or
inverting the generator (Creswell and Bharath (2018), Shen et al. (2019)). These procedures are complicated
and time consuming for the project. To address the stability and the physical meaning of the relationship
between latent space vectors and image generation the linear interpolation in the latent space has been con-
sidered. It also gives interesting feedback to understand if the network has learned the atmospheric structure
underlying the images. The images generated from the interpolated vectors are very similar, compared to a
random guess, to the original snapshots of the cyclone track and present similar atmospheric features. This
also means that the latent space is not randomly connected with the generation of images. Instead, the gen-
erator mapping of the latent space shows that variations in the latent space vector are coherently matched in
the images generation, indicating a stable behaviour of the system.

The project shows promising results for what concerns the generation of ETCs fields in the North Atlantic
domain using a GAN, both from a statistical point of view and a physical point of view. In fact, by looking
atimages generated by the generator it appears that the network has learned most of the features character-
izing the atmospheric structure of this events. The results obtained with this analysis encourage to go more
deepen in the generation of ETCs data, in particular considering the tracks. The interpolated tracks suggest
that the PGGAN is able to learn a good part of the features characterizing the evolution of a cyclone. The
implementation of sequential modeling in the network to allow the training on the cyclone tracks looks very
promising for generating synthetic tracks presenting similar atmospheric features to the original one. A tool
able to generate meaningful cyclone tracks surely is an important resource to evaluate their impact and the
related risks. The combination of such a tool with a predictive learning module might be very useful also
for cyclone tracks forecast. An ETC track forecast framework can be designed similarly to the one developed
in Liu and Lee (2020) for weather forecasting. As commented by the authors the combination of GAN based
models and RNN based meteorological predictive models (e.g. ConvLSTM) helps overcome the most relevant
problems associated to these methods. In fact predictive models produce blurry predictions while GANs are
able to generate realistic looking frames but cannot catch the atmospheric evolution patterns and variations
in their forecasts. The combination of both methods helps to better handle the uncertainties in the predicted
frames and to generate realistic meteorological forecasts. Unfortunately, it must be considered that for train-
ing GANs usually dataset having a big dimension must be taken into account, otherwise is very risk to end up
having problem of mode collapse, discriminator overfitting or generation of replicas and noisy outputs. The
dataset used for this project contains 12’228 tracks, which is a limited amount for PGGAN training. However,
arecent research could help resolve the problem of a small dataset. Karras et al. (2020) proposed a new frame-
work to help GANs training on small dataset, the Adaptive Discriminator Augmentation (ADA). It consists of
strategically add training images that have been augmented via cropping, rotating, color filtering or similar
operation. It is important in the augmentation to keep the data look realistic.
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58 Discriminator and Generator architecture
Type of Layer Output shape \ # Parameters
Input Layer (n_samples, 64, 64, n_c) 0
Conv2D (n_samples, 64, 64, n_filters) 256
Leaky ReLU (n_samples, 64, 64, n_filters) 0
64x64 Resolution Block | Conv2D (n_samples, 64, 64, n_filters) 147’584
Leaky ReLU (n_samples, 64, 64, n_filters) 0
Conv2D (n_samples, 64, 64, n_filters) 147’584
Leaky ReLU (n_samples, 64, 64, n_filters) 0
Average Pooling (n_samples, 32, 32, n_filters) 0
Conv2D (n_samples, 32, 32, n_filters) 147’584
32x32 Resolution Block | Leaky ReLU (n_samples, 32, 32, n_filters) 0
Conv2D (n_samples, 32, 32, n_filters) 147’584
Leaky ReLU (n_samples, 32, 32, n_filters) 0
Average Pooling (n_samples, 16, 16, n_filters) 0
Conv2D (n_samples, 16, 16, n_filters) 147’584
16x16 Resolution Block | Leaky ReLU (n_samples, 16, 16, n_filters) 0
Conv2D (n_samples, 16, 16, n_filters) 147’584
Leaky ReLU (n_samples, 16, 16, n_filters) 0
Average Pooling (n_samples, 8, 8, n_filters) 0
Conv2D (n_samples, 8, 8, n_filters) 147’584
8x8 Resolution Block Leaky ReLU (n_samples, 8, 8, n_filters) 0
Conv2D (n_samples, 8, 8, n_filters) 147’584
Leaky ReLU (n_samples, 8, 8, n_filters) 0
Average Polling (n_samples, 4, 4, n_filters) 0
MiniBatch Standard Deviation (n_samples, 4, 4, n_filters) 0
Conv2D (n_samples, 4, 4, n_filters) 148’736
. Leaky ReLU (n_samples, 4, 4, n_filters) 0
4x4Resolution Block Con\EIZD (n_samgles, 4, 4, n_filters) 262’272
Leaky ReLU (n_samples, 4, 4, n_filters) 0
Flatten (n_samples, 2048) 0
Dense (n_samples, 1) 2049
Total Number of Parameters | 1'593'985

Table 6.1: Discriminator architecture: Every resolution block has a similar structure with a layer performing the down-scaling (average
pooling), and 2 convolutional layers with Leaky ReLU activation function. The first block has also an input layer for the images and an
additional convolutional layer. The last block also has the minibatch standard deviation layer, a flatten layer which converts the image
to a vector and a fully connected layer which outputs a scalar. Regarding the output shape of each layer n_samples is the the number of
examples passed as input to the discriminator, n_filters is the number of filters in the layer and Is_dim is latent space dimension.
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Type of Layer Output shape \ # Parameters
Input Layer (n_samples, Is_dim) 0
Dense Layer (n_samples, 2048) 264’192
Reshape (n_samples, 4, 4, n_filters) 0
Conv2D (n_samples, 4, 4, n_filters) 147’584
4x4 Resolution Block Pixel Normalization (n_samples, 4, 4, n_filters) 0
Leaky ReLU (n_samples, 4, 4, n_filters) 0
Conv2D (n_samples, 4, 4, n_filters) 147’584
Pixel Normalization (n_samples, 4, 4, n_filters) 0
Leaky ReLU (n_samples, 4, 4, n_filters) 0
Up Sampling (n_samples, 8, 8, n_filters) 0
Conv2D (n_samples, 8, 8, n_filters) 147’584
Pixel Normalization (n_samples, 8, 8, n_filters) 0
8x8 Resolution Block Leaky ReLU (n_samples, 8, 8, n_filters) 0
Conv2D (n_samples, 8, 8, n_filters) 147°584
Pixel Normalization (n_samples, 8, 8, n_filters) 0
Leaky ReLU (n_samples, 8, 8, n_filters) 0
Up Sampling (n_samples, 16, 16, n_filters) 0
Conv2D (n_samples, 16, 16, n_filters) 147’584
Pixel Normalization (n_samples, 16, 16, n_filters) 0
16x16 Resolution Block | Leaky ReLU (n_samples, 16, 16, n_filters) 0
Conv2D (n_samples, 16, 16, n_filters) 147’584
Pixel Normalization (n_samples, 16, 16, n_filters) 0
Leaky ReLU (n_samples, 16, 16, n_filters) 0
Up Sampling (n_samples, 32, 32, n_filters) 0
Conv2D (n_samples, 32, 32, n_filters) 147’584
Pixel Normalization (n_samples, 32, 32, n_filters) 0
32x32 Resolution Block | Leaky ReLU (n_samples, 32, 32, n_filters) 0
Conv2D (n_samples, 32, 32, n_filters) 147’584
Pixel Normalization (n_samples, 32, 32, n_filters) 0
Leaky ReLU (n_samples, 32, 32, n_filters) 0
Up Sampling (n_samples, 64, 64, n_filters) 0
Conv2D (n_samples, 64, 64, n_filters) 147’584
Pixel Normalization (n_samples, 64, 64, n_filters) 0
. Leaky ReLU (n_samples, 64, 64, n_filters) 0
64364 Resolution Black Conv2D (n_samples, 64, 64, n_filters) 147’584
Pixel Normalization (n_samples, 64, 64, n_filters) 0
Leaky ReLU (n_samples, 64, 64, n_filters) 0
Conv2D (n_samples, 64, 64, n_c) 129
Total Number of Parameters | 1'740'161

Table 6.2: Generator architecture: Every resolution block has a similar structure, a layer performing the up-scaling (nearest neighbour),
and 2 convolutional layers followed by pixel normalization and Leaky ReLU activation function. The first block has also an input layer for
the latent space, a fully connected layer and a layer that reshapes the data to 4x4 images. The last block has an additional convolutional
layer which outputs a 64x64 image. Regarding the output shape of each layer n_samples is the number of fake samples that are generated,
n_filters is the number of filters for each layer and Is_dim is the dimension of the latent space.
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Model C-PWSR results
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Figure 7.1: Histograms comparison for model C-PWSR.
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Figure 7.2: Average fields of pressure for the original sample and for the generated sample of model C-PWSR.
%0
80
12 12
70
10 10
&0
= =
E E
3 8 & 8 g
2 b2 B
E o E o
a0 | kG
£ £
£ = o
£
20 4 4
10 2 2
0 0
-0 -0 -50 -40 -30 -20 -0 0 1 2 =0 -20
Longitude Longitude
(a) Original (b) Generated
Figure 7.3: Average fields of wind speed for the original sample and for the generated sample of model C-PWSR.
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Figure 7.4: Average fields of precipitation for the original sample and for the generated samples of model C-PWSR.
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Figure 7.5: SSIM evolution between original snapshots of the cyclones tracks and interpolated generated images using Model C-PWSR.
The most similar generated images to the initial and final frame are coming from a sample that has the same dimension of the original
one. The SSIM evolution is compared with the average SSIM between the original snapshots and frames from a sample of 1’000 images.
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