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ABSTRACT

Beam-powered thermal propulsion, utilizing an external energy beam to heat a propel-
lant, is proposed as a promising alternative to traditional chemical and electrical propul-
sion systems. This research aims to contribute to this technology’s numerical and exper-
imental development, offering a comprehensive analysis of the receiver-absorber cavity
(RAC) performance and its optimization.

The work begins with a detailed background study of the principles of beam-powered
propulsion. This sets the stage for the subsequent chapters, which investigate the nu-
merical modelling and experimental testing of the thruster.

The numerical part of this thesis focuses on developing accurate prediction tools for
the total absorbed beam power by the RAC. This information is added to a previously
developed RAC performance prediction tool and the development of a new tool con-
sidering spatial information is started. The optimization process regarding efficiency is
presented with an example case study with optimal values above 80% with a margin to
improve.

The experimental component involves the design, manufacturing, and testing of a
prototype beam-powered thermal thruster. Leak testing, test bench calibration and a
cold flow test are conducted. Detailed test procedures and setups for these are pre-
sented, alongside their results. The experimental findings are compared with the nu-
merical predictions to assess the accuracy and reliability of the models.

The thesis concludes with evaluating the research questions, and discussing the suc-
cesses and challenges encountered. Recommendations for future work are provided,
aiming to guide further advancements in beam-powered thermal propulsion technol-
ogy. The combination of numerical and experimental insights gained through this re-
search contributes to the feasibility and optimization of beam-powered thermal propul-
sion systems.
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1
INTRODUCTION

Several spacecraft propulsion systems have been developed throughout the last decades
[1]. For example, chemical propulsion has been consistently used by rockets [2] and
electrical propulsion is commonly present in satellites for station-keeping purposes [3].
Other concepts, such as solar thermal propulsion and antimatter propulsion, have never
flown in space or only the concept has been formulated. Each of these propulsion sys-
tems has its advantages and disadvantages.

Figure 1.1: Propulsion system thrust/weight ratio and specific impulse values [4].

Fig. 1.1 shows the specific impulse Isp and the thrust-to-weight ratio of several propul-
sion systems which are relevant quantities in propulsion [4]. The specific impulse, Isp ,
is related to the amount of propellant mass needed for a certain thrust and dictates the
amount of propellant required to be carried on board to perform a certain mission, ac-
cording to the rocket equation; and thrust, F , determines the acceleration that can be
reached [5]. For instance, chemical propulsion has high thrust levels and low specific

1
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impulse which result in short burn times but high propellant mass demands, whereas
electrical propulsion systems have high specific impulse but low thrust levels, leading to
long burn times and, consequently, high gravity losses, despite their lower mass require-
ments [5].

The current limitations of existing spacecraft propulsion systems, including high
propellant mass requirements and long acceleration times, as well as the rising mission
costs and decreasing budgets, have resulted in payload restraints, making it challenging
to explore deeper space missions [6] [7]. Consequently, there is a need for alternative
propulsion systems that can address the limitations of existing spacecraft propulsion
systems and enable more efficient and cost-effective deep-space exploration [7]. This
could be achieved by systems that fit in between the two previously mentioned propul-
sion systems.

Beam-powered thermal propulsion utilizes an external energy beam to heat a pro-
pellant, accelerating the spacecraft. It is a technology whose specific impulse and thrust
levels have been proposed theoretically to be between the electrical and chemical propul-
sion values [4]. The beam can originate from a laser or a concentrated sun ray and, thus,
referred to as laser or solar thermal propulsion, respectively. Due to their similarities,
developments in one can be extensively applied to the other. Using hydrogen as a pro-
pellant, a specific impulse as high as 800 seconds could be reached [8]. Recent research
has suggested that a laser thermal propulsion system could be a solution to interplane-
tary travel [9]. Despite never having flown in space, beam-powered thermal propulsion
is a promising and creative technology whose further investigation could lead to a new,
reliable and efficient propulsion system alternative.

At Delft University of Technology, students have performed work in developing solar
thermal propulsion technology. For example, Leenders [10] performed thrust experi-
ments with a theatre lamp as the power source. Leverone [8] studied bi-modal solar
thermal propulsion and power systems and, most recently, Takken [11] developed a pre-
diction tool and unsuccessfully tried to perform laser thermal propulsion experiments.

Considering the previous work and the literature, the author decided to tackle beam-
powered thermal propulsion and contribute to its numerical and experimental develop-
ments. Thus, this thesis contains a numerical component where advances in the predic-
tion tools were made and an experimental part to contribute to the feasibility of these
types of systems.

Thus, the thesis work starts with the background information in Chapter 2 to famil-
iarize the reader with the topic and introduce the reasoning behind the work performed.
In this chapter, the usual composition of beam-powered thruster systems is explored.
In addition, a comprehensive review of existing literature and highlights of the contri-
butions made by previous TU Delft students are presented. The chapter concludes by
identifying research questions that address the gaps found in the literature and previous
studies. These are tackled in the following chapters and are:

Q1 Can the beam power absorption be modelled to an accuracy of 5%?

Q2 How do the receiver-absorber cavity (RAC) and its duct geometry change affect
performance?

Q3 What overall RAC efficiency values can be achieved?
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Q4 How does the experimental data relate to the prediction model?

Chapter 3 introduces the numerical part of this thesis and answers research question
Q1. It has the goal of developing an accurate prediction method for the total absorbed
beam power by the receiver-absorber cavity (RAC). The RAC is one of the system’s com-
ponents whose purpose is to absorb the beam power and transfer it to the propellant.
First, the theoretical background of laser absorption in a cavity is explained. Then, the
prediction methods used and developed are explained and their findings are presented.
In Chapter 4, the two developed receiver-absorber cavity (RAC) prediction tools are pre-
sented and verified. This chapter includes an initial description of the thermal processes
involved in the RAC, a critical evaluation of the tools and offers recommendations for
their further development. Next, the RAC design optimization using the tools developed
is the topic of Chapter 5. Here the research questions Q2 and Q3 are tackled using the
tool developments made in the previous chapter. Optimization trends are identified and
explained with a case study similar to the experimental situation providing example re-
sults.

Regarding the experimental part of the thesis, Chapter 6 addresses the experimental
design and manufacturing process, considering the established requirements and con-
straints. Moreover, the hardware used is described. In Chapter 7, the preliminary testing
conducted (leak testing and thrust bench calibration) is documented. These are funda-
mental to interpreting the data gathered in the following thrust experiments. Research
question Q4 is addressed in Chapter 8 by discussing the nitrogen cold flow testing in
detail. This includes a description of the experimental procedure, a presentation of test
results and their discussion. The experimental findings are compared to ideal rocket the-
ory and Takken’s developed model, with discrepancies analyzed in the context of related
literature.

Lastly, Chapter 9 provides a succinct conclusion of the entire work, evaluating the
success of the research concerning the initial research questions. The difficulties along
the work are discussed and recommendations for future work are given, informed by
the experiences and insights gained during the thesis. This final chapter aims to guide
further research and development in the field of numerical and experimental beam-
powered thruster systems.
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Previous to the thesis, the author conducted an extensive literature study regarding the
topic of beam-powered propulsion to familiarize himself with the topic and to find re-
search gaps that could be addressed in the period of a thesis [12]. Thus, work performed
by previous TU Delft students and other authors in academia was investigated and crit-
ically analysed.

In this chapter, the relevant information acquired about beam-powered propulsion
is concisely presented. First, the common components of a beam-powered propulsion
system and ideal rocket theory are presented. Then, the work developed at TU Delft is
reported followed by the pertinent findings in the literature. Lastly, the research gaps
and consequent questions are presented.

2.1. BEAM-POWERED THRUSTER SYSTEM
In a beam-powered thermal thruster, the beam energy is received and absorbed by the
spacecraft and used to heat a propellant fluid to very high temperatures. A critical com-
ponent in the effectiveness of this propulsion system is the RAC design since it deter-
mines the energy transfer efficiency to the propellant. This design directly influences
the overall performance and efficiency of the propulsion system, making it a key area of
research and development.

The beam-powered thruster system components will depend on its configuration.
Three possible RAC configurations have been mentioned by previous students regard-
ing solar thermal propulsion research: direct propulsion with direct absorption, direct
propulsion with indirect absorption and indirect propulsion with indirect absorption
[13] [14]. If the incoming radiation is used immediately to heat the propellant then it is
direct propulsion; whereas if the energy is stored, for instance, in thermal storage, then
it is considered indirect. Absorption can be direct if the radiation hits the propellant di-
rectly and indirect if it hits a medium that is in contact with the propellant. An example
of direct propulsion with direct absorption is the design proposed by Duplay et al. [9]
where there is a window in the thrust chamber that allows for the laser to hit the propel-
lant. Examples of direct propulsion with indirect absorption are the cavities developed at
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Figure 2.1: Conical RAC (cross-sectional view) - indirect heating and direct propulsion [10].

TU Delft by Leenders (Fig. 2.1) [10] and Takken [11] that are heated up with the incoming
radiation and the propellant is flowing in between its walls.

Regarding, direct propulsion and absorption, its efficiency is related to the propel-
lant’s absorptivity [9]. However, hydrogen, the preferable propellant due to its low molar
mass, has an inherent low absorption which presents itself as an obstacle. It is possible
to seed the propellant with, for example, carbon particles that absorb the radiation and
then heat the neighbouring hydrogen particles [15]. Although this can effectively fix the
absorption problem, the carbon particles are also propelled and, therefore, increase the
average propellant molar mass which defeats the purpose of hydrogen to some degree.
Due to its added complexity in manufacturing, absorption and heat transfer processes,
this design is not considered for either numerical or experimental development in this
thesis.

Consequently, this thesis focuses on beam-powered thermal propulsion via indirect
heating and, depending on the beam source, the beam-powered thermal propulsion sys-
tem can be divided into the following distinctive components [9]:

• Laser System,

• Optical/Reflective System,

• Receiver/Absorber Cavity (RAC),

• Propellant and its tank, feed system and tubing,

• Nozzle.

Other additional elements may be present such as a thermal energy storage system, typ-
ically used in bi-modal propulsion systems [8]. This allows for thrust generation during
occasional periods when beam energy cannot be received.

The laser system produces the beam. It can be onboard the spacecraft or located ex-
ternally. The former requires the conversion of electrical (or solar) energy to laser energy
while the latter suffers from beam spreading and needs a larger receptor. In the solar
thermal propulsion case, the energy source is the sun.

The optical/reflective system collects, focuses and redirects the beam into the RAC.
The RAC absorbs the incoming beam power and transfers that energy to the fluid flowing
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in it - heat exchanger mechanism. The propellant system stores the propellant at the
intended conditions and feeds the thruster system. Lastly, the nozzle accelerates the
propellant flow and generates thrust.

Figure 2.2: Spacecraft architecture overview - Inflatable Parabolic Reflector [9].

In Fig. 2.2, the components of a laser-powered thruster using a direct heating and
propulsion configuration are illustrated [9]. The main difference is the RAC element be-
ing the thrust chamber but it still gives a good illustration overview of beam-powered
thermal propulsion systems.

2.2. IDEAL ROCKET THEORY
Ideal rocket theory (IRT) calculates the performance of an ideal rocket motor and its
development is established on the following assumptions [5]:

• The nozzle flow is one-dimensional, steady and isentropic.

• The propellant obeys the ideal gas law.

• The propellant has negligible velocity in the chamber.

Consequently, IRT can be used to compare the experimental to the expected values.
Zandbergen’s work [5] is a good and concise source to go deeper into the subject.

The produced thrust can be calculated by:

F = ṁUeq , (2.1)

where ṁ is the mass flow and Ueq is the equivalent exhaust velocity relative to the vehi-
cle:

Ueq =Ue + pe −pa

ṁ
Ae , (2.2)
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where Ue is the exhaust velocity, pe and pa are, respectively, the nozzle exit pressure and
ambient pressure, and Ae is the nozzle’s exit area. The maximum thrust is achieved when
pe and pa are equal.

The exhaust velocity Ue can be calculated by:

Ue =

√√√√√2
γ

γ−1

RA

M
Tc

1−
(

pe

pc

)(
γ−1
γ

), (2.3)

where RA is the absolute gas constant and M is the propellant’s molar mass. Conse-
quently, for instance, higher Ue can be achieved with higher Tc and lower propellant M .

The specific impulse is defined as the thrust produced per unit of propellant con-
sumed and calculated by:

Isp = Ueq

g0
, (2.4)

where g0 is the gravitational acceleration at sea level. Thus, it is only dependent on the
propellant’s exhaust velocity which is dependent on the propellant and the nozzle de-
sign.

Achieving critical conditions in the nozzle (sonic conditions in the throat) is desired.
The ambient pressure no longer influences the mass flow for a certain chamber pressure,
stabilizing the operating conditions. The mass flow reaches its maximum allowed value
and, thus, the thruster operates at high efficiency. At critical conditions, density, pres-
sure and temperature ratios between the chamber and throat conditions follow these
relations:

(
pt

pc

)
cr

=
(

Tt

Tc

) γ
γ−1

cr
=

(
ρt

ρc

)γ
cr

=
(

2

γ+1

) γ
γ−1

. (2.5)

Thus, to ensure critical conditions, the pressure ratio (the ambient pressure divided by
the chamber pressure) needs to be lower than the critical value.

By knowing the propellant conditions at the chamber, it is possible to calculate the
critical mass flow ṁcr :

ṁcr = Γpc Atp
RTc

, (2.6)

Γ=p
γ

(
2

γ+1

)(
γ+1

2(γ−1)

)
. (2.7)

where R is the specific gas constant, Γ is the Vandenkerckhove function, which depends
only on the specific heat ratio γ, At is the throat’s area, and Tc and pc are the temperature
and pressure, respectively, in the chamber.

The relation between the nozzle exit area and throat area (hereby defined as expan-
sion ratio) determines the ratio between the exit pressure and chamber pressure. Thus,
it is possible to calculate the required nozzle exit area for a defined exit pressure or vice-
versa. A large pressure drop is obtained with a high expansion ratio:
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Ae

At
= Γ√√√√ 2γ

γ−1

(
pe
pc

)(
2
γ

) (
1−

(
pe
pc

)(
γ−1
γ

)) (2.8)

With the presented equations, the ideal performance of a nozzle can be determined.
However, real nozzles are characterized by greater complexity as they are subject to sev-
eral factors which are not taken into account in ideal rocket theory and affect its perfor-
mance.

For instance, the divergence of the flow in the nozzle exit sections may result in vary-
ing losses, which depend on the cosine of the divergence angle; a boundary layer may
form in the nozzle throat, partially blocking the flow; and unsteady combustion and
flow oscillations can also lead to minor losses [16]. Additionally, combustion-related and
heating loss-related correction factors are present [5]. The considered correction factors
for the nozzle tool are the ones used by Takken [11].

2.3. WORK AT TU DELFT
The two main works relevant to this thesis are the experimental work by Leenders [10]
and the numerical and experimental work by Takken [11].

Leenders experimentally tested solar thermal propulsion using a theatre lamp, a con-
centrator lens and an insulated copper RAC with a nozzle [10]. This design is named
Solar Thermal Thruster 1 (STT1). The tests were performed in the cleanroom of the
aerospace faculty with nitrogen as the propellant due to its availability and less strict
safety requirements. The produced thrust was measured as well as the mass flow, the
temperature at various RAC points and the pressure in the nozzle chamber. Takken [11]
discussed the results obtained and concluded that the attained propellant temperature
and specific impulse were low compared to the literature examples. Low heat transfer
capacity to the fluid, low input beam power and non-adapted nozzle were the reasons
given. The overall efficiency of the system ranged from 32% to 52%. Takken also men-
tions that the results presented by Leenders could not be entirely reproduced, elevating
the importance of clearly documenting and stating all inputs, results, properties and di-
mensions when an experiment is conducted.

Considering his conclusions, Takken stated that there were possible improvements
to be made to the STT1. Therefore, Takken’s research objective was to construct the Solar
Thermal Thruster 2 (STT2) and prove its feasibility by attaining a minimum specific im-
pulse of 90.0 seconds at sea level conditions with a nitrogen mass flow rate of 300 mg/s.
It is relevant to understand that this specific impulse value is significantly lower than the
ones presented previously due to using nitrogen as a propellant and temperature con-
straints.

Takken ended up developing three prediction tools: a feed system tool (pressure drop
calculation from the tank to the RAC), a RAC tool (radiation power absorption and trans-
fer to the propellant) and a nozzle tool (calculates the expected thrust considering ideal
rocket theory and correction factors from the literature). In his RAC tool, it was observed
that Takken’s method for estimating the percentage of beam power absorbed by the cav-
ity was slightly flawed as the view factors were used incorrectly. This is explained in
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Chapter 3 which answers this topic.
Experimentally, Takken outsourced his manufacturing process to a fellow student

due to his inexperience. However, design changes made to facilitate the manufacture of
the model, particularly the reduction from 6 RAC inner ducts to 1 while maintaining its
size, led to pressure losses in the order of 30 bar. Moreover, significant leaks arose from
the threaded connections in the RAC. These alterations rendered the STT2 model inca-
pable of being tested and his thesis ended up not having an experimental component.

2.4. OTHER LITERATURE FINDINGS
One of the main research focuses was on the relevance of the RAC’s geometry since it has
a significant impact on every heat transfer mechanism. From the literature, the most
commonly analysed geometries, due to their simplicity, are spherical, cylindrical and
conical. Daabo et. al [17] concluded that, from the three shapes (Fig. 2.3), the conical
had a better optical performance.

Figure 2.3: The three geometry shapes of cavity receiver studied by Daabo et. al [17].

More complex geometries were studied by Asselineau et al. [18] and showed that
highly different geometries could result in similar efficiencies, despite their disparate
energy distribution and temperature profiles. However, the most relevant research iden-
tified, including the two previously mentioned, is related to parabolic dish-receiver sys-
tems and solar power towers [19] [20] which is different since, for example, there is no
fixed solar beam and the geometries have a unitary aperture ratio. Therefore, geometri-
cal research is absent for beam-powered propulsion and the conclusions from the liter-
ature must be considered carefully. Nevertheless, considering the information available
and geometrical simplicity, the conical, cylindrical, and cylindrical with a conical bot-
tom appear to be the best candidates for further analysis.

The absorbed laser energy is determined by factors such as the RAC’s geometry, ma-
terial, surface and the laser focal distance [17] [21]. Unfortunately, no relevant research
providing a model that predicts laser absorption in this scenario has been found. To
address this, previous MSc students have used view factors to determine the fraction
of laser energy absorbed, however, view factors are not suitable for the analysis of laser
beams, as they are based on the assumption of diffuse radiation coming from all direc-
tions [22]. Consequently, establishing an accurate model for laser absorption will unde-
niably be beneficial for future research.

Regarding RAC duct layout, from previous work [10] [11] [23], the choice has been
mainly between linear and spiral tubing. For its conical cavity, Leenders H. used linear
tubing [10] while Takken A. chose spiral for its cylindrical cavity [11]. For the same cav-
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ity’s length, spiral tubing has the advantage over linear tubing since it can increase its
contact length. Furthermore, Rohsenhow W. et al. mention that spiral flow has a higher
heat transfer due to a secondary flow induced by the presence of centrifugal forces. Con-
sequently, spiral tubing is widely used in industry [24]. However, spiral ducts are harder
to manufacture compared to linear.

The amount of indirect heating laser thermal propulsion experiments available in
the literature is small and recent. Japanese researchers [25] [26] used porous carbon as
the heat exchanger and propellants such as helium and nitrogen achieving temperatures
of 1500K at 20% overall efficiencies. The highest contributor to the low efficiency is the
radiation loss from the porous carbon which is significantly high. There are more ex-
periments published regarding solar thermal propulsion and since the setup is similar,
they are valuable sources of information. Shimizu et al. [27] achieved a propellant tem-
perature of 1850K at a 0.2 MPa chamber pressure which corresponds to 700 s of Isp for
hydrogen. Tucker et al. [28] used a silicon carbide heater as the heat source and achieved
an equivalent hydrogen Isp of 630 s.

Due to the undeniably small amount of experimental results in the literature, the
beam-powered thermal propulsion field benefits from further experimental investiga-
tion. This is a crucial step in the demonstration of the technology’s feasibility.

2.5. ENGINEERING PROCESS
To understand the motivation behind the thesis’ research questions which are presented
in the next section, a concise description of the general engineering process behind a
beam-powered thermal propulsion system is given.

First, the mission determines the thruster performance requirements such as thrust
and specific impulse. In addition, RAC requirements/constraints are established. Typi-
cal requirements are, for example, related to size/mass constraints and maximum oper-
ating temperature and pressure. Considering the requirements, the possible RAC con-
figurations are defined and a down selection based on key criteria is made. Next, the
analysis and optimization within the requirements of the performance of each RAC se-
lection is done. For this, an accurate prediction model is crucial since it reduces the need
for experimental testing of several options. This diminishes development costs and time.

A final comparison between the options is performed and a design is chosen for
manufacturing. After manufacturing, experimental testing is done to ensure that the de-
sign performs as intended and satisfies the requirements. If the performance does not
meet the expectations, adjustments to the experimental set-up or the prediction model
are required.

2.6. RESEARCH QUESTIONS
From the literature study, there is a clear lack of optimization in the RAC design that
might lead to higher propulsion system efficiency values. For the definition of RAC effi-
ciency refer to section 5.1. In addition, only one student at the faculty successfully con-
ducted experimental work and its experiment was limited by factors such as the light
source [10]. Therefore, the main goal of this research project is to improve the numerical
design tools of a beam-powered thermal thruster, manufacture a laboratory model and
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perform experimental tests. From this goal, other subgoals appear such as achieving
higher temperatures and efficiency than Leenders and testing. To achieve these goals,
there are research questions that must be tackled which are presented in this section.

As mentioned, the RAC performance is highly related to the total power absorbed.
However, no correct prediction method to calculate the absorbed beam power was found
in the literature. Thus, the first research question addresses this absence in the predic-
tion tools:

Q1 Can the beam power absorption be modelled to an accuracy of 5%?

This research question fits in the prediction model accuracy aspect of the engineer-
ing process mentioned previously. Without an accurate method to determine the power
absorption, the predictive tool loses its value. Several sub-questions related to the results
such as the effect of surface reflectivity are relevant as well.

Several variables determine the RAC’s performance. One of the most concerning as-
pects is its geometry and surface properties, as they influence beam power absorption,
emitted radiation loss, and convection loss. In addition, the ducts determine the heat
transfer capacity from the RAC to the propellant. Therefore, the following is investigated:

Q2 How do the RAC and duct geometry change affect performance?

This research question focuses on familiarizing the user with the influence of each
variable on performance, and, thus, allowing for a quicker and substantiated down-
selection before optimization of each design.

Following the RAC geometrical analysis, the attention is focused on the possible effi-
ciency values. The predicted efficiency determines if the model is capable of competing
with similar systems and if it is worth considering. To explore this, optimization tools of
the RAC performance are developed. Consequently, the following question is answered:

Q3 What overall RAC efficiency values can be achieved?

This question relates deeply to the optimization process of the designs. By develop-
ing those tools, the attainable values can be investigated.

With the RAC model and additional propulsion system components manufactured,
experiments are performed to initially validate the simulation tool. Upon the gathering
of the testing data and subsequent analysis, it is necessary to answer:

Q4 How does the experimental data relate to the prediction model?

This research question is related to the development of the prediction models as the
data gathered allows for the validation or the need for improvement of them. Conse-
quently, the next designs can be selected with higher chances of matching the experi-
mental performance.

By answering all of these research questions, numerical and experimental develop-
ments in the field of beam-powered thermal propulsion are undeniably made. The pre-
diction model becomes more accurate, the relationships between the RAC character-
istics and its performance are studied deeper and experimental work is added to the
existing small collection for validation of prediction tools.



3
BEAM POWER ABSORPTION

THEORY

As explained in Chapter 2, there is a clear research gap in the prediction of the total beam
power absorbed by the RAC. This chapter aims to present the theory behind the possible
power absorption of a beam inside cavities thereby taking into account the power distri-
bution over them and, consequently, serve as a step forward to the solution to this prob-
lem. Firstly, theoretical concepts such as beam reflections and their power distribution
as well as view factors are introduced. Next, three different approaches to the problem
are explained and their results and conclusions are presented. Lastly, regression models
of the results are analysed.

The data used in this chapter can be found in the author’s GitHub. 1

3.1. BEAM REFLECTION
In each interaction between the cavity wall and the beam, the surface absorbs a per-
centage of the incoming power which depends on its surface’s absorptivity coefficient,
α. Thus, the number of interactions between the beam and the cavity wall is relevant to
estimating the amount of energy absorbed by the cavity. This is determined by several
factors such as the cavity geometry, but one of the main factors is the type of reflection
the beam suffers.

Radiation reflection can be specular, diffuse and, more commonly, a combination of
both [29]. In smooth surfaces such as mirrors, the first occurs and radiation reflects at
the same angle of incidence; whereas in rougher surfaces, diffuse reflection occurs and
the rays scatter in different directions [30]. Fig. 3.1 illustrates the difference between
the two types. When a surface diffusely reflects a beam in all directions (i.e. ideal dif-
fuse reflecting surface) it is said to exhibit Lambertian reflection [29]. Diffuse reflection
increases the complexity of the incoming radiation absorption analysis [21].

1Thesis Github
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Figure 3.1: Specular and diffuse reflection. The rays represent the luminous intensity. [29]

For the Lambertian surface, the reflection probability density, in 2D and 3D respec-
tively, is based on Lambert’s cosine law [31]:

f (θ,ϕ) = 1

2
cosθ f (θ,ϕ) = 1

π
cosθ sinθ, (3.1)

where

θ ϵ
[

0,
π

2

]
, ϕ ϵ [0,2π] . (3.2)

Therefore, regarding specular reflection, one must know the direction of the incident
light and its reflection point to predict the reflected ray. On the other hand, if the reflec-
tion is diffuse, the incident ray direction is irrelevant, only the reflection point matters.
This difference is taken advantage of when developing the prediction methods.

Experimentally, the percentage of diffuse reflection of a surface (diffuse ratio) can
be determined by measuring the angular distribution of light reflected from it [32]. The
goniophotometer, glossmeter and bidirectional reflectance distribution function meter
are examples of instrumentation that can be used for this purpose.

3.2. BEAM POWER DISTRIBUTION
Another essential aspect to consider is the power distribution within the incident beam.
Most lasers have a Gaussian beam profile i.e. their beam intensity follows a Gaussian
distribution (Fig. 3.2). Although less common, there are also top-hat laser beams which
have near-uniform intensities.

Due to the nature of a Gaussian distribution, it is difficult to pin down a precise defi-
nition for the beam diameter. Nevertheless, the most common definition is the one that
limits the width to the area whose intensity is greater than 1/e2 % or approximately 13.5%
(Fig. 3.2). In a 3D or 2D axisymmetric beam, the released rays then comprise a fraction of
about 86.5% of the total beam power. In a 2D sheet beam, this fraction is about 95.45%.

Considering θ the beam’s divergence and θs the angle of the beam portion in ques-
tion, then the power within that beam portion Pθs is, for the uniform case:

Pθs =
θs

θ
, Pθs =

1−cosθs

1−cosθ
, (3.3)
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Figure 3.2: Laser beam Gaussian distribution and beam diameter.

for the 2D and 3D scenario, respectively. Concerning a Gaussian distribution beam in
3D case [33]:

Pθs = 1−e
−2·

(
tan(θs )
tan(θ)

)2

. (3.4)

It is easier to understand the importance of power distribution with a practical ex-
ample. Let us consider a system where the beam has a diverging half-angle of 5º and
the section from 0º to 3º only reflects once in the cavity before bouncing back while the
rest is fully absorbed. In the uniform distribution case, (64+36α) % of the total power
is absorbed whereas in the Gaussian (40 + 60α) % would be absorbed. Additionally, the
power absorption distribution throughout the cavity will have undeniable differences.

For the following sections, although the prediction methods can be adapted to Gaus-
sian beams easily, it has been chosen to perform the simulations with a uniform beam
distribution since the laser which was meant to be used has a uniform profile.

3.3. VIEW FACTORS
View factors are mathematical quantities used to determine the fraction of emitted ra-
diation by a surface that is directly impinging on another surface [22]. They take into
account the geometrical relationship between surfaces and their shape [30].

View factor calculation can be quite complicated. For complex geometries, it is not
always possible to obtain the view factor algebraically [34]. In these cases, numerical
methods must be used. Luckily, for the geometries being studied that is not the case.
Additionally, three important and trivial relations are always respected [30]:

∑
j

Fi j = 1, (3.5)

A1F12 = A2F21. (3.6)

F1(23) = F12 +F13 (3.7)

Equation (3.5) asserts that the sum of all view factors from one surface to the others
equals one, as all emitted radiation is directed to some surface, maintaining energy con-
servation. Equation (3.6), on the other hand, pertains to the reciprocity of heat transfer
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between two surfaces. It proves valuable in simplifying view factor calculations by en-
abling the determination of a single view factor when the other is known, particularly
beneficial in intricate systems where direct calculation of all view factors might prove
challenging. Lastly, equation (3.7) indicates that view factors can be added when their
intersection is null, facilitating simplifications in calculations, such as those involving
outer rings [34].

3.3.1. GEBHART FACTORS
The view factors, as discussed, only represent the portion of a surface’s emitted radiation
that arrives at other surfaces and, unless that surface is a black body, it will not absorb
all the radiation and some of it will be reflected somewhere [34]. Thus, Gebhart B. de-
veloped the Gebhart factors which effectively calculate the fraction of radiation that is
absorbed: it considers all the reflections [30]. Even though the calculation of these Geb-
hart factors requires the previous calculation of the view factors, it still requires less com-
putational power than using Monte-Carlo ray tracing [35]. Similarly to the view factors,
from [30], Gebhart factors obey to the following laws:∑

j
Bi j = 1, (3.8a)

εi Ai Bi j = ε j A j B j i . (3.8b)

The first equation is related to energy conservation and the second states that the rate of
heat transfer between two surfaces has equal magnitude (reciprocity).

The Gebhart factors for an n-surface enclosure can be calculated by the following
equation [30]:

Bi j = Fi jε j +
n∑
k

(1−εk )Fi k Bk j . (3.9)

From equation (3.9), it is fairly easy to understand that it is not as straightforward as
the view factors since each Gebhart factor depends on the values of others. Nevertheless,
calculating the Gebhart factors is essentially solving a linear system. However, only n(n-
1)/2 independent factors, in an n surface system, need to be calculated directly as the
Gebhart factor algebra can easily determine the rest [30].

3.4. GEOMETRICAL CAVITY SHAPE
Several geometry types have been studied in the literature. One of the conclusions of
the literature study was that the conical and cylindrical cavities appear to be the best
candidates for further analysis [12]. In addition, a cylinder with a conical bottom ge-
ometry is also worth looking into: the conical bottom might lead to a higher number of
reflections in the wall, improving energy distribution and beam absorption, and lower
pressure losses due to not-so-significant bending. Consequently, the geometries tested
in this thesis are the cylinder, cone and a mixture of the two, hereby referred to as con-
cylinder geometry.

A cavity geometry can be defined fully by its aperture diameter, cavity diameter and
length, and conical length (Fig. 3.3). However, when it comes to the beam reflection
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and, by extension, its total absorption inside a cavity, it is the relative geometry that im-
pacts the result. Thus, dimensional analysis is applied which allows the reduction of the
number of cases analyzed while extending the applicability of results to numerous sce-
narios. Then, the cavity geometry is fully defined by the aperture ratio (AR), length ratio
(LR) (normalized against the cavity’s diameter) and cone ratio (CR) (conical length nor-
malized against the cavity’s total length). The aperture ratio and cone ratio are trivially
limited to the 0 and 1 range. A cavity with a unitary cone ratio is a cone, while a cylinder
has a cone ratio of 0.

Figure 3.3: Cavity Geometry and its variables

Although not related to the geometry of the cavity, the origin of the beam is relevant
to determining the absorption. To reduce the number of simulation cases, the origin o is
defined by:

o = AR

2tan(θ)
, (3.10)

where AR is the aperture ratio and θ the beam divergence angle. Thus, The entire beam
penetrates the cavity, with its outermost region tangent to the opening. This choice is
made due to optimal results: the aperture wants to be as small as possible since it will
increase the absorption and the inner radiation loss but without obstructing the beam
because that would make it lose incoming power. Nevertheless, the methods can handle
arbitrary origin distances.

3.5. RAY TRACING
In this section, ray tracing is briefly explained as well as the setup used to perform the
simulations is presented. For a more detailed guide and analysis refer to the appendix A.

Ray tracing is a computational method used to simulate the propagation and inter-
action of electromagnetic rays [31]. Beams are modelled by dividing them into several
different and independent rays. Each ray’s path and different interactions with the sim-
ulation mesh are calculated. For this thesis, COMSOL was the chosen software due to
its availability and familiarity to the user. Fig. 3.4 shows the COMSOL interface for ray
tracing.

After selecting the Geometrical Optics model, the user can set up their variables in
the parameter table, allowing for easier changes and parametric sweep of simulations.
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Next, the user defines their geometry with the desired reflection type and absorption
properties. The ray characteristics are set next. To decrease the computational effort
slightly, termination criteria related to geometrical boundaries and remaining power in
each ray are added. Lastly, the user can proceed with their simulation and when finished
they can post-process the results.

Figure 3.4: COMSOL Ray Tracing Interface - 3D Cylinder simulation

Besides the geometrical parameters, there are parameters which influence the result
such as the number of rays simulated as well as the total simulation length. Sensitivity
studies were performed and the decision was made taking into account computational
demand as well.

Another noteworthy observation is that for the diffuse reflections, COMSOL does not
split the incident ray into several with the remaining power divided amongst them af-
ter reflection, it randomizes the direction (according to the Lambertian cosine law) and
keeps only one ray with the remaining power. This is done for computational demand
reasons [31]. Consequently, the results of simulations with the same inputs will always
vary a bit. The difference is lower as the number of rays increases due to convergence.

Table 3.1: Parameters for 2D and 3D ray tracing simulations

2D 3D
α range(5,10,45) range(5,20,45)
ε range(0.1,0.1,1) range(0.1,0.2,0.9)

AR range(0.1,0.1,1) range(0.1,0.1,1)
LR range(0.5, 0.25, 2.5) + range(3,1,10) [0.5, 0.75, 1, 1.5, 2, 2.5, 4, 7, 10]

Total 8500 1350

Regarding the simulations, 2D and 3D scenarios for both specular and diffuse sur-
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faces were performed for 6 different geometries (CR = [0, 0.1, 0.25, 0.5, 0.75, 1]). Thus,
in total, twenty-four parametric sweeps. The parametric inputs varied for the 2D and
3D scenarios (table. 3.1) since 3D simulations took longer. Each parametric sweep took
around 8 to 12 hours for the simulations to run and the post-processing of the absorp-
tion.

The number of rays stayed the same for 2D and 3D which decreased the accuracy of
the 3D results due to a lower density of rays covering the beam path. This was decided
since increasing the number of rays would greatly increase the computational time.

Although the ray-tracing model allows us to visualize the power distribution over the
cavity surface, it appears to not be possible to couple this distribution to the heat transfer
models. The literature regarding this coupling is lacking and the only alternative to sim-
ulate beam power in a heat transfer model is to manually apply the power distribution
as a heat flux. However, since the distribution is not as simple as a one-reflection flux,
this can not be done easily and would have to be done manually. Consequently, there is
an obstacle in the use of COMSOL for the following heat transfer simulations.

3.6. THEORETICAL PREDICTIVE ALGORITHMS
In this section, the developed predictive algorithms considering the power absorption
inside 2D cylindrical and conical cavities are presented. Regarding specular reflection,
only the rectangular cavity scenario has been successfully developed. Since in Chapter 4
the focus is on diffuse reflection, its extensive explanation and derivation are available in
Appendix B. The diffuse reflection (View Angle Method) has been investigated for both
geometries and a brief explanation is presented in this section.

3.6.1. VIEW ANGLE METHOD - DIFFUSE REFLECTION

The view angle method was an attempt to theoretically calculate the total absorbed power
in Lambertian surfaces. Unlike the specular rectangular case, it was not as successful.
This stemmed from the complex mathematics that required numerical integral calcula-
tions. Below a succinct description of the method is given. For a more detailed overview
refer to the appendix C.

Figure 3.5: Probability of diffuse reflection inside a rectangular cavity
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Fig. 3.5 illustrates the theory behind this approach. When a ray hits surface 5 at
point P, the fraction of the reflected ray that goes into surface i depends on βi and its
position. This fraction can be calculated considering Lambert’s cosine law. Also, the
height at which it intersects surface 5, h(α), is a function of the incident angle α. With
this information, the view angle formula from the first hit at surface 5 to surface i can be
calculated. For example, the view angle from surface 5 to 3 is

V53(α, x) = 1

2
sinarctan

L−x
D
2 −h(α)

. (3.11)

The view angle formula can then be integrated in terms of α and x with the appropriate
boundaries to get the fraction of the beam that does a certain two-reflection trajectory.

To calculate further reflections, the view angle formulas need to be derived in terms
of the surface coordinate variable. This gives information about the power distribution.
In general, the formula for the fraction of the beam that hits the surface z after reflecting
into n surfaces i , j ,k, ..., x, y is:

fi j k...x y z =
1

α0

∫ α0

0

∫ L j

0

∫ Lk

0
· · ·

∫ Lx

0

∫ Ly

0
Pi j (α, j )V ′

j k ( j ,k)...

V ′
x y (x, y)Vy z (y)d yd x...dkd j dα,

(3.12)

where L j is the length of the surface j and V ′
j k is V j k derived in terms of k.

From the general equation (3.12), to calculate a fraction which entails n reflections,
n −1 integrals need to be calculated and all of the functions being integrated are indi-
rectly related, making it impossible to separate them to simplify the integration process.
Also, the functions are not trivial. Consequently, the calculation process for each frac-
tion becomes highly computationally demanding as the number of reflections goes up.
Moreover, the number of integrals increases exponentially. Despite the efforts to pro-
duce a theoretical algorithm, it ended up having to be truncated to 4 reflections due to
computational demand.

This method showed plenty of obstacles: several complicated formulas have to be
deduced and their nature only allows for integration by numerical methods, limiting the
calculation extended. Thus, it was decided to not approach the 3D case as the mathe-
matics would be even harder. Nevertheless, the method developed in the next subsec-
tion was successful in tackling this problem.

3.7. FINITE ELEMENT METHOD
In the finite element method (FEM), the domain of interest is divided into smaller sub-
domains, called finite elements. Although typically used to solve differential equations
in areas such as structural analysis, in this case, FEM is used to allow the determination
of the absorbed power by using view factors.

The main problem with using view factors to determine the beam absorption is that
view factors consider that the surface radiates equally throughout the surface. This is not
true in the case of a beam hitting a surface since the power distribution is not uniform.
For example, consider a cylindrical cavity in which half of the lateral surface gets hit with
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a portion of the beam. Then, using the view factor of the whole lateral surface to esti-
mate how that portion of the beam is reflected would not be accurate. What if instead
of one lateral surface, the lateral surface was divided into two parts (the one that gets
hit by the beam and the other) and the view factors of both were calculated and used to
estimate the absorption? That would be more appropriate considering the definition of
view factor but even the half that gets hit does not have a uniform power distribution.
Nevertheless, it is possible to divide that half into n surfaces until the irregularity of the
distribution is captured well enough, allowing the use of view factors to accurately deter-
mine the absorbed power. In Fig. 3.6, the difference between the two cases is illustrated.
For the ten elements per surface, in the lateral surface, the incident ray power through
the incident region goes from 75%/m2 to 40%/m2 and in the bottom surface from almost
91%/m2 to 58%/m2. Whereas, in the one-element case, the lateral surface has 30%/m2

and the bottom has 70%/m2. As n tends to infinity, the solution converges to its real
value and at infinity it would be the view angle method from the previous chapter.

(a) Case I - only one element per surface (b) Case II - ten elements per surface

Figure 3.6: Effect of FEM in capturing the power distribution

The view factor FEM works as follows. For each axial surface, the user can define the
number of divisions each surface is divided equally into (n1, n2 and n3 are the divisions
of the surface 1, 2 and 3, respectively). A conical geometry has only 2 surfaces while cylin-
drical and concylindrical have 3. Additionally, the user defines the origin of the beam as
well as the geometrical characteristics of the cavity. Then the algorithm calculates the
Gebhart factors for each sub-surface and how much beam power each sub-surface gets
hit initially. Next, with those two pieces of information, the total beam power absorbed
by each sub-surface and the amount that left the cavity are calculated.

Regarding computational demand, the 2D and 3D scenarios differ only in the view
factor formulas and, thus, no increase is observed. Moreover, the time required for the
simulations is drastically lower than ray-tracing. For example, with 100 nodes on each
surface, one parametric sweep takes around 30 minutes, a substantial decrease from 8
to 12 hours.

Unlike the previous methods, FEM gives information about the absorbed power dis-
tribution since the absorbed value for each node is known. This is extremely useful as it
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allows accurate determination of the equilibrium temperature as will be seen in the next
chapter. Moreover, for example, accurate transient temperature simulation can also be
performed and information for other studies, such as structural, can be provided.

3.7.1. SENSITIVITY ANALYSIS

Due to its numerical nature, the result of the FEM developed depends on the number
of surface divisions. Naturally, the value obtained approaches the real absorption value
as the number of divisions increases. However, for a cylinder, there are three surfaces
and, thus, three variables for the divisions. Therefore, it is relevant to understand each
variable’s importance by performing a sensitivity analysis.

Firstly, it is necessary to determine what the considered real value is. For that, higher
numbers are continuously tested until their increase does not result in significant changes
in the outcome. The value obtained by dividing the three surfaces by 500 nodes each was
set as the real absorption value after comparison with the 100 nodes case. The relative
difference between the two cases had a 0.0032% mean and 0.03% standard deviation.

After setting the real value, it is now possible to perform sensitivity analysis. First, the
scenario where only one node is set for each surface is examined. The relative error be-
tween the real value and that case is illustrated in Fig. 3.7. Although a significant portion
of the data is around the 0 mark, there is an undeniably large amount of configurations
where the values are too far off.

Figure 3.7: Relative error of 1 node per surface

After closer examination, it is concluded that most cases further away from the real
value share common characteristics. First, lower absorptivities lead to higher discrep-
ancies which is expected. Lower absorptivity values increase the importance of internal
reflections whose calculations depend on the view factors which are too simplified with
only one node per surface, also lower absorptivities lead to lower absorption percentages
and thus any absolute changes are bigger in percentage. Another aspect in common is
the incident angle: higher values result in bigger errors. This can be explained by the
fact that a higher angle expands the distribution of the incident radiation which cannot
be accurately taken into account with only one node. In addition, higher aperture and
length values contribute to bigger errors in the same way: incident energy distribution
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is not as focused. These conclusions substantiate the importance of not simplifying the
absorption calculation.

Next, the impact of increasing the number of nodes on only one surface was studied.
The increase in only the number of nodes on either the bottom surface or the top sur-
face led to no significant improvements. On the other hand, increasing the number of
lateral surface nodes led to irrefutable improvements. Consequently, it is clear that, in
these circumstances, the feature with the highest impact on the algorithm is the num-
ber of nodes in the lateral surface. It can be intuitively explained by the huge difference
in Gebhart factors along the surface and the increase in discretization of the incident
radiation.

Then, increasing the node number on all surfaces was studied. The relative error
converges to zero as the nodes are increased similarly to the lateral nodes case. Never-
theless, as the node number increases, the convergence is better than the lateral-only
case whose convergence appears to stagnate. Therefore, the relevance of increasing the
number of nodes in the bottom and top surfaces is evident, despite their undeniable
lower importance.

For this specific scenario of beam origin and geometrical dimensions, 100 nodes per
surface is a good rule of thumb. Despite not requiring high computational effort, the
user might want to compromise accuracy for simulation time if more scenarios are to
be studied. Thus, no general rule for the necessary number of nodes is defined since it
ends up being a trade-off between accuracy and computational demand. Also, a greater
length might require more lateral nodes and a beam origin closer to the RAC might re-
quire more bottom nodes. Besides understanding that the lateral nodes are of most im-
portance, the desired number of nodes should be investigated by the researcher within
its inputs of interest by increasing the nodes and comparing the relative difference and
computational demand increase between iterations.

3.8. VERIFICATION
In this section, the results obtained with the specular algorithm and the FEM method for
diffusing surfaces are verified with the ray tracing result simulations. Firstly, the spec-
ular case for the cylinder is examined and then the 3D diffuse case is presented to all
geometries. Unfortunately, for the conical and concylindrical geometries, no algorithm
as capable as the one for the cylindrical cavity could be developed. Therefore, the results
of the ray tracing are used in the following stages and cannot be verified by any other
method.

3.8.1. SPECULAR REFLECTION

As mentioned and explained previously, an algorithm was constructed to calculate the
total power absorbed in the cylindrical cavity with specular reflections scenario. Thus,
the simulation results can be validated by the algorithm itself. The relative difference
formula used in this case is:

εr el =
Psi m −Pal g o

Pal g o
, (3.13)
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where Psi m and Pal g o are the absorbed beam power values obtained from the ray-tracing
simulation and algorithm, respectively. Consequently, positive values of εr el occur when
the ray tracing result exceeds the algorithm.

In Fig. 3.8a, a boxplot of the relative error between the simulation and algorithm
results for the 2D and 3D cases is presented. Regarding the 2D scenario, the values are
undeniably close to each other: the median is 0 and the spread is negligible (under 0.1%).
Consequently, the algorithm for the 2D is verified by the ray tracing results. On the other
hand, the 3D case shows a higher spread with a median also close to zero. This spread
can be easily justified by lower ray density in the 3D simulations. Consequently, it is
expected that by increasing the number of rays in the 3D scenario, the relative error dis-
tribution converges to 0. Nevertheless, the distribution is irrefutably still within a small
interval (2% spread, which is within the research question value), verifying the results.

(a) Ray-tracing vs Specular Cylinder Algorithm (b) Ray-tracing vs FEM results in diffuse surfaces

Figure 3.8: Method Verification via relative error

Regarding the conical and concylindrical geometries, since the ray-tracing results for
the cylindrical case performed well, it is reasonable to expect these to not be significantly
far in terms of performance.

3.8.2. DIFFUSE REFLECTION

With the development of the FEM for the absorption of diffuse surfaces, these results
can be verified by the results of the ray-tracing simulation. Only the 3D cavity case is
presented. Although 2D FEM was also formulated, these bear no interest in the following
stages and, thus, their verification is not shown here to avoid repetition. Additionally, the
view angle method is not used in this section due to its limitations.

Considering that the ray-tracing results’ accuracy was reduced to reduce simulation
time but staying within at least 5% of the higher demand simulation result, an acceptable
difference between the two is of the same order since the FEM model results should be
within 0.09% (three standard deviation interval) of the real result.

In Fig. 3.8b, the relative error between the ray tracing and the FEM results of all ge-
ometries is presented in boxplots. For all the geometries, the relative error is smaller
than the acceptable difference with similar distributions. Consequently, the developed
FEM is verified.
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3.9. RESULTS AND ANALYSIS
In this section, the results obtained for all the studied scenarios are presented and dis-
cussed. First, the total possible absorption is shown followed by a study on the effect of
each variable. Next, the effect of surface reflectivity is demonstrated and the compari-
son between geometries is made. Finally, we analyze the differences from the previous
method’s results to highlight the relative improvements achieved. The power distribu-
tion analysis is not performed in this thesis and is considered future work.

3.9.1. TOTAL ABSORPTION
In Fig. 3.9, the percentage of total incident power absorbed by the cavity is shown for
all the studied inputs. This comparison includes both the specular and diffuse scenarios
across all geometries. The trivial unitary absorptivity case has been deleted from this
plot.

(a) Specular Scenario (b) Diffuse scenario

Figure 3.9: Total absorbed beam power percentage by geometry

The data indicates that absorption values close to 100% can be achieved. In all box-
plots, the mean is above 90%, signifying that high absorption values are typical and not
outliers. However, there are still some considerably low values present, underscoring the
importance of performing this estimation to confirm that the designed model achieves
high absorption.

To better understand the relationship between the parameters and the total absorp-
tion, a deeper analysis of each variable effect is made in the next subsection.

3.9.2. VARIABLE EFFECT
To study the effect of each variable, the total absorption is grouped in the same cate-
gories and plotted in boxplots to study the trends. The diffuse scenario is shown below
(Fig. 3.10) and the outliers were removed to emphasize the trend. For the specular sce-
nario plots, refer to the appendix D.1.

Regarding the incidence angle (Fig. 3.10a), there is a negative trend with its increase.
However, it is not as accentuated as other variables. This reduction is expected due to
areas closer to the cavity and, thus, with higher exit Gebhart factors being hit. The ab-
sorptivity has an undeniably high effect on increasing the absorption (Fig. 3.10b). It
is also expected since it determines the power absorption in each reflection. Concern-
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(a) Effect of incident beam angle (b) Effect of surface absorptivity

(c) Effect of aperture ratio (d) Effect of length ratio

Figure 3.10: Variable effect on total absorption percentage diffuse reflection of all geometries.

ing the aperture ratio, it presents a similar trend to the absorptivity but in an opposed
way (Fig. 3.10c). Lower aperture ratios lead logically to a higher number of reflections
and, thus, higher absorption values. Lastly, the length ratio has a clear logarithmic pos-
itive effect with the major differences being in the early numbers (Fig. 3.10d). Higher
lengths lead to the areas being hit to have a lower exit Gebhart factor and, thus, increas-
ing absorption. However, this effect appears to have diminishing returns. After plotting
the same graphs by geometry, the aforementioned trends were confirmed to not change
with it.

With specular reflection (appendix D.1), the absorptivity, aperture ratio and length
ratio trends are similar. On the other hand, for the incident beam angle, its increase leads
to a still small but rather positive trend in total absorption. However, when analysing
each geometry, this trend changes: as the geometry approaches a cone it goes from small
positive to small negative. This results from the difference that for specular reflection the
angle of incidence in reflections matters. In a cylindrical structure, a higher incidence
angle reflecting into its lateral surface leads to a higher number of lateral reflections be-
fore leaving the cavity. Thus, this positive trend emerges. But for a conical cavity, since
the lateral surface has an angle, as the incident beam angle increases the first reflection
approaches the cavity, leading to lower absorptions.

To sum up, the aperture ratio and absorptivity present the highest influence on the
total power absorption. While the length ratio shows a positive effect but with dimin-
ishing returns, the incident beam angle shows the smallest influence but its direction
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depends on the type of reflection and geometry.

3.9.3. SURFACE REFLECTIVITY

As mentioned before, the reflection of the rays and, thus, the total absorption of the
incoming radiation energy depends on the surface reflectivity. To study this effect, the
results for the same geometrical and absorptivity conditions are compared to when the
surface is considered fully specular and fully diffuse. The comparison is mainly driven
by the relative difference between the two cases which will be defined as follows:

εs.r. =
Pdi f −Pspec

Pspec
∗100, (3.14)

where εs.r. is the relative difference between the absorbed power in the diffuse case and
the specular case, Pdi f and Pspec respectively. Consequently, positive εs.r. values equal a
higher absorption in the diffuse case.

In Fig. 3.11, the relative difference in absorption due to surface reflectivity is illus-
trated for all the geometries studied with boxplots. The outliers have not been removed
to show the extreme difference that can occur from this change. Firstly, it is evident that
the surface type appears to play an undeniable part in some scenarios. This is shown by
the numerous high-value outliers, going as high as 800% and as low as -50%. Despite the
high variation in certain cases, the medians stay close to 0%, starting at 5% for the cylin-
der case and monotonically decreasing as the cone ratio increases, reaching -0.8%. This
closeness to 0% can be caused by the influence of the high absorptivity cases (where the
total absorption is less sensitive in percentage to the number of reflections). Another re-
mark is that as the cone ratio increases, the interquartile ranges decrease and the outliers
seem to reduce their distance. Consequently, the surface reflectivity seems less relevant
for more conical shapes.

Figure 3.11: Relative difference in absorption between the specular and diffuse case for all the geometries
studied.

Next, the influence of each input variable is studied more closely to understand if any
particular aspect determines the difference between the two scenarios. The boxplots for
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this data are available in the appendix D.2. The conclusion from this analysis is given
below.

In all geometries, the input variable with the most influence is the absorptivity. At
high absorptivity values, the difference can be rather small. Additionally, one geometry’s
results can be influenced by one certain input that other geometry does not show any
influence. For example, the cylinder shows a trend with the angle of incident whereas
the cone does not. Moreover, the aperture ratio increase tends to cause an increase in
relative difference in a cylinder, whereas a cone tends to lower the relative difference.

To sum up, the difference in absorption between the specular and diffuse cases can
be extremely significant. The relative difference is affected differently by the variables
depending on the geometry. Consequently, the surface reflectivity is quite a relevant
factor to take into account experimentally whose effect can only be reduced effectively
by high surface absorptivity.

3.9.4. GEOMETRY
In this subsection, the effect of the geometry on the total radiation absorbed in diffuse
reflections is studied. To quantify the difference, for each set of inputs the value obtained
is compared to the absorbed value in a cylindrical configuration with equal inputs. The
formula is set so that positive values mean higher absorption than the cylindrical case
and negative values lower.

Figure 3.12: Relative difference between cylinder and other cone ratios with diffuse reflection

In Fig. 3.12, the results for each geometry are shown via boxplot illustration. The out-
liers have not been removed to highlight the possible differences. Firstly, the maximum
of each distribution is practically 0% (the highest is 0.04% at a 0.1 cone ratio and it de-
creases to 0.01% as the cone ratio increases). Thus, for any input, the cylindrical cavity
undeniably shows the highest absorption. Additionally, as the cone ratio increases, the
median decreases and the spread increases. For example, the maximum relative differ-
ence is around the -45% mark which is undeniably significant. Consequently, shifting
from a cylindrical geometry towards a conical one leads to lower absorption values as
well as a higher chance of the difference being more significant.

In Fig. 3.13, the difference between the absorbed power of a cylinder and a cone is
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plotted against each input. By looking at the angle plot (Fig. 3.13a), there is no signif-
icant trend and, thus, does not affect the difference between the two geometries. On
the contrary, an absorption increase tends to diminish the difference between the two
geometries, as expected (Fig. 3.13b). Regarding the aperture ratio (Fig. 3.13c), it has a
similar but opposite effect as the absorptivity. Lastly, the length ratio also affects the dis-
parity between the two geometries (Fig. 3.13d). The mean goes from -8% to -0.6% in a
somewhat logarithmic way and most significant is the decrease in the central spread of
the data.

All of the other geometries show the same trend for the absorptivity, and aperture
and length ratios with the difference that at lower cone ratio values the plots converge
faster and to a value closer to zero. However, in the angle plot, contrary to the cylinder
versus cone one, the difference tends to reduce its spread as the angle increases. This
trend is more evident at lower cone ratio angles but not as significant in absolute terms
as the other trends present.

(a) Effect of incident beam angle (b) Effect of surface absorptivity

(c) Effect of aperture ratio (d) Effect of length ratio

Figure 3.13: Boxplot of the effect of each input variable in the relative power absorption difference
between cylinder and cone
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3.9.5. COMPARISON TO PREVIOUS METHODS

As mentioned previously, Takken [11] predicted total power absorption in a quick but
rather incomplete manner. Below, his method’s results are compared with those ob-
tained through the developed FEM in terms of relative difference to the FEM case. This
comparison focuses solely on the diffuse scenario with conical and cylindrical geome-
tries, as Takken’s calculations were specific to these cases.

Figure 3.14: Relative difference between FEM and Takken’s method

Fig. 3.14 shows the relative difference between the 500 node FEM result and Takken’s
method for a cylinder and a cone. A positive result means that Takken’s result is higher
than the FEM. The trivial unitary absorptivity scenario has been eliminated. For both
geometries, the mean is close to zero and the spread is slighter bigger in the conical case.
In both geometries, Takken’s method has a clear tendency to overestimate the result and
the outliers (which are 10-15% of the data) can achieve significant values. Despite the
difference between the results generally not being considerable, since Takken’s approach
tends to overestimate the results, it could lead to a design that in reality performs worse.

The effect on the relative difference of each variable is presented in Fig. 3.15. The
increase in angle leads to an increase in the overestimate of Takken’s result (Fig. 3.15a.
This is expected since Takken’s method does not take into account the angle and as the
angle increases, the FEM result decreases. Absorptivity and aperture ratio predictably
show the usual tendency (Fig. 3.15b and 3.15c). Lastly, the length ratio spread initially
decreases but starts increasing around the unit mark.

In conclusion, there is a clear difference between the two methods’ results, despite
being small in the cases where the absorption is high. Moreover, Takken’s method shows
a tendency to overestimate the total absorption in scenarios where this is low. This could
cause design errors. Also, these differences in prediction could exacerbate RAC temper-
ature estimates due to inaccurate incident power distribution.
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(a) Effect of incident beam angle (b) Effect of surface absorptivity

(c) Effect of aperture ratio (d) Effect of length ratio

Figure 3.15: Variable effect on relative difference to Takken’s estimate in both geometries

3.10. MODEL REGRESSION
Regression models are created with the data gathered from all the simulations to extend
the prediction domain. These are mainly needed for the scenarios for which algorithms
were not developed: non-cylindrical specular surfaces. The available MATLAB regres-
sion learner app is used to train different models from linear to neural networks to the
data.

Initially, linear regression models are used as they give a better understanding of the
influence of each input variable. However, first-order regression models get no better
than 0.6 R2 range and second-order, although reaching 0.9 R2 values, has too many terms
to make sense of them.

By using the regression learner app, more complex regression models were available
to train without any additional difficulty. A five-fold cross-validation method is used,
protecting against overfitting. The training time for each run (i.e. one geometry and
one surface type) took around 15 and 30 minutes for specular and diffuse reflection,
respectively. This difference emerges due to the difference in data size. In tables 3.2, the
best regression model fit and its characteristics for each geometry and their reflection
type are presented.

From table 3.2, the usual best fits are Gaussian Process Regression (GPR) models and
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Table 3.2: Best regression model for each geometry depending on surface reflection

Specular Diffuse
CR Reg. Model RMSE R2 Reg. Model RMSE R2

0 GPR Rat. Quad 1.272 1.00 GPR Matern 5/2 0.093 1.00
0.1 3-layer Neural 3.2551 0.98 GPR Rat. Quad. 0.090 1.00

0.25 GPR Rat. Quad 3.9041 0.97 GPR Matern 5/2 0.090 1.00
0.5 Wide Neural 3.1451 0.98 GPR Matern 5/2 0.092 1.00

0.75 GPR Rat. Quad 4.27 0.95 GPR Matern 5/2 0.101 1.00
1 3-Layer Neural 2.9568 0.98 GPR Matern 5/2 0.106 1.00

neural networks such as the wide and trilayered neural networks. The diffuse scenario
has undeniably better regression fits. The more drastic change in specular surface ab-
sorption results with geometry than diffuse is probably the main reason for this differ-
ence. Moreover, the smaller data size can play a part in this as well. Nevertheless, the fit
values are undeniably satisfactory.

To sum up, regression models were fit to the available data successfully. These are
mainly needed for the following chapters in the cases where only ray tracing was pos-
sible - cylindrical and concylindrical with specular reflection. For the others - the three
geometries with diffuse reflection and the cylindrical with specular -, two options are
available: the regression models are simpler and faster to use but the algorithms will
undeniably provide the correct result.

3.11. CONCLUSIONS AND FUTURE WORK
In this chapter, we address the research gap in estimating the total power absorbed by
open cylindrical, conical, and concylindrical cavities. A preliminary overview of beam
properties and view factors is provided, given their critical role in the prediction meth-
ods employed. We then explain the three methods explored: ray tracing, theoretical pre-
diction, and finite element method (FEM). Verification, presentation, and analysis of the
results are conducted, followed by training regression models for future use.

Each prediction method has its advantages and disadvantages. The COMSOL ray
tracing model is user-friendly, allows for the analysis of complex geometries, and is es-
sential when other alternatives are not available. However, it is computationally de-
manding, resulting in significant simulation times. The theoretical predictive algorithms
succeeded only in the case of specular reflection within a cylindrical cavity, offering
a substantial time-saving over ray tracing. The diffuse reflection scenario, despite its
mathematical complexity and initial lack of success, led to the development of the FEM
approach. The FEM code effectively estimated absorption in the diffuse case for the
studied geometries, providing a faster and more accurate alternative to ray tracing. The
comparison between simulation times can be seen in table 3.3, highlighting the im-
provement with the FEM model. Additionally, it offered spatial information about the
absorbed power, useful for subsequent steps.

Ray-tracing results confirmed the validity of the developed algorithms. Absorption
values exceeding 90% are achievable even at low absorptivity levels. Among the four pa-
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Table 3.3: Comparison of the average simulation time for one simulation (ts ) for different simulation
methods. - 10k rays and 100 nodes per surface

Ray-tracing 2D Ray-tracing 3D FEM
ts (s) 3.4-5 21-32 0.2-0.25

rameters (incident beam angle, absorptivity and aperture and length ratio), the incident
beam angle had the least impact, while absorptivity and aperture ratio had the greatest.
Surface reflection type significantly affected absorbed power, though inconsistently, un-
derscoring the need for precise estimation using these methods. Geometrically, a higher
cone ratio generally resulted in lower absorption. A comparison with Takken’s method
revealed that his approach tends to overestimate absorption, but the difference is typi-
cally less than 10%. Regression models were successfully trained to fit the existing data,
with better results for diffuse surface scenarios.

In conclusion, this work successfully bridged the research gap by enabling accu-
rate estimation of beam power absorption by cavities with the studied geometries. Fu-
ture work could involve developing the theoretical model for specular reflection in non-
cylindrical models, incorporating power distribution into specular prediction models,
and expanding the FEM code to include other geometries such as spheres.



4
RECEIVER-ABSORBER CAVITY

PERFORMANCE PREDICTION

TOOLS

Developing accurate prediction tools for preliminary design in engineering is essential
for optimizing performance, reducing costs, and ensuring reliability. These tools allow
engineers to make informed decisions early in the design process, identifying potential
issues and analysing design concepts quickly and efficiently. By providing quick esti-
mates, prediction tools bridge the gap between theory and practical implementation,
streamlining the path from design to prototype.

In this chapter, the developed RAC performance prediction tools for indirect heating
and direct propulsion are explained. The geometries considered are cylindrical, con-
cylindrical and conical since these are the ones that have been extensively and justifiably
studied. The code developed is available on the author’s GitHub 1.

First, the heat transfer mechanisms at play are outlined. Understanding radiation,
convection, and conduction is crucial for effective thermal modelling of the RAC. Next,
their implementation in two different analytical tools is explained: the zero-order model
and the finite element method (FEM) model. Each tool has its assumptions and capabil-
ities, offering unique insights for RAC system design. Regarding the zero-order model,
the approach is mainly based on the work of Takken [11]. Lastly, the models are verified
by conservation of energy, comparing the results against predictions and other previ-
ously developed models.

4.1. HEAT BALANCE
Thermal equilibrium is the state in which there is no net flow of heat between the system
and its surroundings [22]. In other words, the rate of heat flow into the system, Qi n , is
equal to the rate of heat flow out of the system, Qout :

1Thesis Github

33

https://github.com/djozao/Thesis


4

34 4. RECEIVER-ABSORBER CAVITY PERFORMANCE PREDICTION TOOLS

Qi n =Qout ⇔∆Qs y st = 0. (4.1)

The equilibrium temperature of a system depends on a variety of factors, including its
geometry, the temperature of its surroundings and the thermal energy process involved.
In the RAC’s case, the Qi n is the total absorbed beam power which was analysed in the
previous chapter, whereas the Qout formula components such as radiation and convec-
tion losses are described in the following sections.

While the equilibrium temperature provides a steady-state understanding of the sys-
tem, it is crucial to consider the transient evolution of temperature to capture the dy-
namics of the system when conditions change. For instance, consider that the RAC is at
a certain equilibrium temperature T0 without any incident beam power. As soon as the
beam hits the RAC, the net flow of heat is no longer zero and the temperature evolves
towards the new equilibrium temperature Teq . This transient analysis is described by
the following equation [36]:

dQR AC

d t
= mR AC cp

dTR AC

d t
, (4.2)

where mR AC , TR AC and cp are, respectively, the RAC’s mass and temperature, and the
specific heat capacity of the material. The main result from equation (4.2) is that the
temperature increase rate depends on the system’s mass and specific heat capacity of
the material. For an equal amount of energy, greater mR AC and greater cp imply a lower
increase rate in temperature. Thus, it is advantageous to optimize for lower mass and
low cp if fast start-up times are, for example, a concern.

However, the RAC’s specific heat capacity and mass do not affect its final equilibrium
temperature. Other factors such as its geometry, that affect the amount of energy being
lost are the ones that determine the final equilibrium temperature.

4.2. THERMAL RADIATION
Thermal radiation is the process by which heat energy is emitted as electromagnetic
waves, primarily in the infrared spectrum, from the surface of an object due to its tem-
perature [37]. Unlike conduction and convection, thermal radiation does not require a
medium to transfer energy and, thus, occurs in a vacuum.

The rate of heat transfer by emitted radiation by a surface, Qr , is determined by the
Stefan-Boltzmann law of radiation [36]:

Qr =σεAsur f

(
T 4

sur f −T 4
amb

)
, (4.3)

where σ is the Stefan-Boltzmann constant, ε is the surface’s emissivity, Asur f is the sur-
face’s area, and Tsur f and Tamb are the surface’s and surrounding’s temperature, respec-
tively. Furthermore, the emitted radiation from surface 1 that hits surface 2 Q12 requires
the addition of the Gebhart factor term B12:

Q12 = B12σεAsur f (T 4
sur f −T 4

amb). (4.4)
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The RAC experiences thermal radiation losses which can be significant due to its high
temperature. The two sources of energy loss via thermal radiation are the cavity’s inner
wall and the RAC’s exterior wall.

Regarding the inner wall’s radiation loss, this will be highly determined by its geom-
etry, more specifically, its Gebhart factors, and its surface’s emissivity. Due to it being a
cavity, some of the emitted radiation will be absorbed by another surface. By minimizing
the radiation able to escape, the RAC’s efficiency can be improved.

The exterior wall does not have the same ability to reabsorb some of the emitted
radiation and the main factor for its loss will be its temperature, area and emissivity.
Thus, it is interesting to analyze how the temperature could be lowered in the outer wall
or how it could be insulated. For instance, MLI insulation, which is highly used in the
space industry, could be applied to reduce drastically the radiation losses [38]. Addition-
ally, Leenders [10] used Saffil M-Fil insulation whose properties can be found in its data
sheet [39]. In his experiment, Leenders got a temperature increase between 150 and 200
K by implementing the insulation [10].

4.3. CONDUCTION
Conduction is the process of transferring heat through a solid material through molec-
ular interactions [36]. In the RAC’s case, this process involves both axial and radial con-
duction in its wall.

The rate of heat transfer is dependent on the thermal conductivity k of the wall mate-
rial, the temperature gradient between the two points and the cross-sectional area. From
[36], the general equation for thermal conduction is:

Qcond =−k Ax
dT

d x
. (4.5)

Regarding radial conduction, concerning a cylindrical shell, Zandbergen [5] provides
a steady-state unidirectional conduction formula:

Qcond = 2πkL

ln
(

ro
ri

) (Ti −To) , (4.6)

where L is the cylinder’s length, r the radius and the subscripts i and o the inner and
outer surface, respectively.

On the other hand, radial heat transfer in a cone is a more complex situation due to
its varying radius and, consequently, there are no theoretical solutions. Ray S. et al. in-
vestigated this situation and came up with correlations for the equivalent inner radius of
the cylindrical shell to quickly calculate a cone’s heat conduction [40]. A possible alter-
native could entail using the cylindrical shell formula by dividing the cone into enough
segments such that their radial variation is not significant, allowing for the approxima-
tion.

Concerning axial conduction, for a hollow cylinder with radius r , thickness t and
length L, the conduction from side A to B follows trivially from equation (4.5):

Qcond = kπ
(
2tr + t 2) (TA −TB )

L
≈ 2kπtr

(TA −TB )

L
, (4.7)
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where the final approximation is valid if r ≫ t . Whereas, for a hollow cone section with
radial thickness t , initial and final radius r A and rB , respectively , and cone half-angle θ:

Qcond = 2πkt tanθ

ln 2rB+t
2r A+t

(TA −TB ) ≈ 2πkt tanθ

ln rB
r A

(TA −TB ) . (4.8)

When θ approaches 0, the cone approaches a cylindrical configuration and its axial con-
duction formula should approximate to the cylinder case. This is, in fact, true, verifying
the formula. The final approximation can be made if r A ≫ t .

Previous prediction tools developed by Leenders [10] and Takken [11] ignored both
the RAC’s wall axial and radial conduction phenomenon by assuming that the small size
and high thermal conductivity would result in a uniform temperature. Takken explains
that this approximation is valid due to the material’s high thermal conductivity and to
support his claim, he further points out that all the temperature data points from Leen-
ders are close. However, Leenders H. only measured outer wall temperature points,
which differ by a maximum of around 40K, and it would be more relevant for the claim
to have access to the inner wall temperature.

In the FEM tool developed in this thesis, the RAC’s inner wall conduction is con-
sidered which constitutes an improvement from previous versions. Thus, the uniform
temperature assumption can be studied and verified beforehand. If it is not verified, the
temperature’s spatial distribution can be studied. Regarding the RAC’s inner to outer wall
conduction, this is not yet implemented to not increase significantly the computational
demand of the tool as the number of nodes would duplicate (inner and outer node).
Thus, the inner and outer temperatures are considered the same. Given the usual small
thickness and high thermal conductivity of the material, this assumption is reasonable.
Nevertheless, further iterations should implement it for confirmation purposes.

Conduction was taken into account in previous models if and only if insulation was
considered [11] [10]. Since the insulation’s temperature is the one determining the outer
temperature and, by extension, its outer radiation and convection loss, it is relevant to
know how much heat is transferred to it. The conduction through the insulation is set
equal to the power that is lost due to convection and radiation at the outside of the insu-
lation:

Qi ns,cond =Qi ns,r ad +Qi ns,conv . (4.9)

By knowing the RAC’s temperature, this relation can be solved numerically to determine
the exterior losses.

In the FEM tool developed, insulation has not been implemented. To add it, conduc-
tion would need to be considered by adding an extra layer of nodes and their governing
equations adapted.

4.4. CONVECTION
Convection is the heat transfer mechanism related to the transfer of heat between a
bounding surface and a fluid in motion or across the flow plane within the interior of
the fluid. When the fluid motion is caused by, for example, a pump or a fan, it is called
forced convection, and, when the fluid motion is caused by density differences due to
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temperature differences, it is named natural convection [24]. Convection is governed by
Newton’s law of cooling:

Qc = hc A∆T, (4.10)

where Qc is the convection rate of heat transfer, hc is the convective heat transfer coef-
ficient, and ∆T is the temperature difference whose formula depends on the situation
[24]. The value of hc can vary drastically depending on several factors such as geometry
and temperature, and it can be calculated by:

hc = Nu ·k

Ls
, (4.11)

where k is the fluid’s thermal conductivity, Ls is the characteristic length which depends
on geometry, and Nu is the Nusselt number [5]. There are several empirical relations
to calculate Nu which depend highly on the scenario. In this case, Nu is obtained from
formulas related to heat transfer in fluid flow in ducts.

The RAC will experience natural convection in its inner cavity and outer wall. On the
other hand, forced convection occurs inside the propellant tubes from the hot wall to the
fluid. For the relevant findings in the literature study about these phenomena applied to
cylindrical and conical geometries, refer to the literature study section available in the
appendix E.

Due to the irrefutable high complexity of the relationships found for inner and outer
convection loss, it has been decided to not add to this FEM model iteration. It is, then,
considered that the RAC is in a vacuum. A possible way to add this feature is to calculate
the losses considering a one-point body (i.e. weighted-average temperature) and then
apply those losses proportionally to each node’s area and temperature. They are applied,
however, in the zero-order tool since it does not have spatial dependency.

4.5. ZERO-ORDER MODEL
The zero-order model is the simplest approach to developing the RAC tool. The name
derives from the fact that the RAC is treated as a single point, with its properties such as
temperature being averaged out. Thus, the model does not introduce any spatial depen-
dency.

In his thesis, Takken [11] developed a zero-order model that served as an inspiration
for this work. Takken’s model was taken as a starting point and changes/additions were
made. For example, the properties of the fluid are now taken from the NIST Webbook
by a web scraper and the possibility for two-phase flow was added. Moreover, some
relationships, mainly for RAC convection losses, found in the literature replaced Takken’s
choices.

4.5.1. ASSUMPTIONS
Given the foundational role of assumptions in shaping the zero-order model, it is crucial
to explicitly state them. These assumptions as well as their reasoning are presented in
table 4.1 and are inspired by Takken’s [11].
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Table 4.1: Zero-Order model assumptions/constraints and rationale

ID Assumption/Constraints Rationale
ZO-A-01 The RAC has a conical, cylindrical

or concylindrical shape.
Geometries with their beam ab-
sorption studied in the previous
chapter.

ZO-A-02 The RAC is made of one material. Reduces model complexity
ZO-A-03 The RAC is in a vacuum or still air. Forced outer convection would

add complexity.
ZO-A-04 The inner wall has perfectly spec-

ular or diffuse reflection
The trained models do not con-
sider situations in between

ZO-A-05 The ducts can only be straight or
spiral

Other possibilities would add too
much complexity

ZO-A-06 The RAC has a uniform tempera-
ture

High thermal conductivity allows
the approximation for small di-
mensions.

ZO-A-07 The RAC can have upwards or
sideways orientation.

Natural convection literature
found for both cases.

4.5.2. OVERVIEW

The zero-order model follows the same logic as implemented by Takken [11]. The tool’s
inputs are the beam’s output power, half-angle and origin, ambient temperature, the RAC
(material, dimensions, absorptivity, emissivity, mass and geometry), the pipes (number,
if spiral or linear, dimensions and length), and the propellant (initial temperature and
pressure, and mass flow). Also, insulation can be added by adding its thickness and ther-
mal conductivity. Table 4.2 clearly represents the required inputs. Consequently, the rel-
evant outputs are the RAC’s and propellant’s final temperature as well as total pressure
loss. Concerning the propellant properties, these are extracted from the NIST Webbook
by a web scraper.

Table 4.2: Zero-order model inputs

Beam RAC Propellant Surface Ducts
Power Diameter Type Absorptivity Geometry

Half-angle Length Init. Temperature Emissivity Number
Origin Cone Ratio Init. Pressure Diffuse/Specular Length

Aperture Mass flow Insulation Linear/Spiral
Mass Amb. Temperature Thickness

Spec. heat
capacity

Run time Thermal cond.
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Figure 4.1: Block diagram of the transient zero-order model process

The fundamental process of the tool is quite simple and Fig. 4.1 illustrates the overall
process. The absorbed beam power is estimated according to the respective regression
models developed in the previous chapter. Then, considering the initial temperatures,
the radiative and conductive losses are easily calculated as they follow direct formulas
identified from the literature and depend only on the RAC geometry. On the other hand,
the heat transfer to the propellant is more complex. A first estimate for the propellant
final temperature is made assuming single-phase flow throughout the whole pipe. After-
wards, it is determined if somewhere within the duct the fluid reaches boiling tempera-
ture. If not, then the first estimate is the final result. Otherwise, the point where the boil-
ing starts is determined by the bisection method. As soon as it is determined, the heat
transferred to the fluid for the remainder of the pipe is calculated with the two-phase
flow equations. Then, the heat is compared to the required energy to fully evaporate the
fluid. If it is not enough, then the final temperature is the previous, otherwise, again, the
point where the fluid finishes evaporating is calculated by the bisection method. The
remainder of the pipe length is used in the single-phase flow equations to calculate the
final temperature. Now with all the heat transfer calculated, the RAC’s temperature is up-
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dated taking into account the transient heat equation. With the new RAC temperature,
the mentioned process repeats until the equilibrium temperature is reached.

4.5.3. VERIFICATION

Verification of the zero-order model was mainly performed by comparing expected be-
haviour and actual results, conservation of energy and comparison to Takken’s model.

First, the radiation model was verified, i.e. no convection losses or heat transfer to the
propellant, and the tool performed as expected. For example, decreasing the inner emis-
sivity and the aperture diameter led to higher equilibrium temperatures. Also, adding
external radiation losses led to a decrease in equilibrium temperatures. The beam ab-
sorption percentage part was already verified in Chapter 3.

Regarding inner and outer convection, their addition to the model led to lower equi-
librium temperatures as expected since they result in energy losses. Adding insulation
also resulted in higher equilibrium temperatures by diminishing outer convection and
radiation losses.

With the propellant flow considered, the final propellant temperature would increase
and the RAC’s equilibrium temperature would decrease. This is predictable due to the
energy transfer from one to the other. By decreasing the mass flow or by increasing the
number of ducts, the difference between the propellant’s final temperature and the RAC
equilibrium temperature diminished until they became equal. This is anticipated since
the heat transfer capacity from the RAC to the propellant increases, leading to equal tem-
peratures. Also, higher RAC temperatures led to higher final propellant temperatures
which is predicted.

Throughout all of these processes, it is verified that the sum of the heat transfer
mechanisms equals zero when the temperatures become constant. Thus, energy is con-
served.

Regarding verification with Takken’s tool, both tools are run with the same inputs
and their results are analysed. For all the scenarios, the equilibrium and final RAC and
propellant temperature results differ by at most 5%. Table 4.3 shows an example of the
inputs tested between Takken’s model and the zero-order model developed. For this in-
put, the RAC equilibrium temperature and propellant final temperature are 521.2 K and
465.2 K, respectively, for this thesis model, whereas Takken’s model calculates 523.1 K
and 464.8 K, respectively. This difference can be justified by the addition of web scraping
for the propellant’s properties and slightly different equations for the convection losses.

The two-phase flow addition to the tool could not be verified with Takken’s since it
had not been implemented. However, the model captures the transition phase correctly
since the temperature stales at the boiling temperature for that pressure. Nevertheless,
the heat flow to the propellant during this phase requires verification. This could be
done by comparison to commercial CFD software. Due to this lack of verification, the
cases examined further in this thesis consider gaseous flow only.
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Table 4.3: Geometric and Operational Parameters for the model’s comparison

Parameter Value
Geometry Cylinder
Vacuum Yes

Insulation Perfect
Propellant N2

D [cm] 6
A [cm] 4
L [cm] 10
α/ε 0.5/0.1

Tamb [K] 293.15
Pl aser [W] 50
Pabs [W] 48.3

npi pes 8
hduct [cm] 0.2
wduct [cm] 0.2

pi [bar] 6
ṁ [mg/s] 250

4.6. FEM MODEL
The FEM model arises from the FEM approach developed to calculate the total absorbed
beam power. With spatial power distribution information, further tool development be-
comes feasible, incorporating heat transfer mechanisms and predicting the RAC’s be-
haviour. It is an improvement from the zero-order model as it contains spatial informa-
tion about the properties and does not average out the temperature.

This model and its development are relevant in many ways. First, the zero-order
model’s uniform RAC temperature assumption can be confirmed or denied. If con-
firmed, then the zero-order model results are more relevant since its assumption is sub-
stantiated. If not, then it cautions the user about the results of using the zero-order
model. Additionally, it calculates temperatures more accurately and allows other types of
studies. For example, although the equilibrium temperature is below the melting point
there might be a point in the heating stage that a section is above it. Moreover, structural
analysis such as stress fatigue can be performed to estimate the RAC’s life cycle.

4.6.1. ASSUMPTIONS

Table 4.4 presents the assumptions in the developed FEM model. These are similar to
the zero-order model but with further considerations due to the addition of spatial tem-
perature variations. For example, only diffuse reflection is considered since the specular
absorption methods do not give spatial information and now thickness is required to
calculate the conduction heat transfer between nodes. Moreover, the RAC is in a vac-
uum and has no propellant flow. These additional developments are considered future
work as they are not simple features and if the temperature gradient is not extreme, the
zero-order model can be used.
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Table 4.4: FEM model assumptions/constraints and rationale

ID Assumption/Constraint Rationale
FEM-A-01 The RAC has a conical, cylindri-

cal or concylindrical shape.
The beam power distribution
calculations were made for these
geometries.

FEM-A-02 The RAC is made of one material
and has constant thickness

Reduces model complexity re-
garding conduction

FEM-A-03 The RAC is in vacuum Outer convection is considered
future development work

FEM-A-04 The RAC has a perfectly diffuse
reflection in its walls.

The specular prediction does not
give spatial information.

FEM-A-05 The emissivity and absorptivity
are constant through the walls.

Different values would increase
complexity.

FEM-A-06 The RAC’s thickness is small
enough to consider that the in-
ner and outer temperature of a
node is equal

Considering would duplicate the
number of nodes and the com-
plexity of their equations.

FEM-A-07 The RAC has no fluid flow Propellant heat transfer is con-
sidered future work.

4.6.2. OVERVIEW

Regarding the FEM model, the inputs are similar to the zero-order model, only the thick-
ness, thermal conductivity of the material, and the number of nodes are added. No in-
puts regarding the ducts and propellant are needed since the model does not consider
convection. Below, the development of the tool through incremental and logical steps is
outlined and Fig. 4.2 illustrates the model’s logic.

First, the cavity surfaces are divided into different nodes whose quantity is defined by
the user input. Then, the absorbed beam power and its distribution are calculated. Next,
depending on the desired simulation and conditions, each node’s heat balance equation
is defined. For example, in a vacuum and considering no insulation, each node’s heat
balance equation considers their heat flux from the beam power, their inner and outer
radiation emission to surrounding surfaces and their conduction flow.

There are two options: equilibrium state and transient simulation. Each node’s equi-
librium temperature or temperature change is calculated considering its radiation and
conduction net change.

Convection losses and propellant flow have not been added and are considered fu-
ture work. A possible way to perform this has already been suggested regarding the im-
plementation of convection losses. Regarding propellant flow, it will be necessary to
add spatial information about the ducts so that the governing equations can be adjusted
where needed. Again, in case the developed FEM model shows that the temperature dis-
tribution is sufficiently uniform (this definition will depend on the user’s criteria), the
user can predict these by using the zero-order model.
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Figure 4.2: Block diagram of the FEM model process

4.6.3. VERIFICATION
The verification process of the FEM model was mainly done by comparison between
expected behaviour and the tool’s results and numerically by the conservation of energy.
In addition, a comparison to the zero-order model is performed.

The beam power absorption percentage of the model has already been verified in
section 3.8 of the previous chapter. Concerning its distribution, it was verified due to a
comparison between expectations and results, and COMSOL distribution results. For ex-
ample, as the absorptivity lowers, the power distribution which focuses on the incident
areas at high absorptivity values starts to spread out to the other surfaces. Moreover, the
distribution is coupled with the absorbed percentage and, consequently, the verification
of the latter supports the verification of the former.

Regarding the node’s heat flow equations, they were developed in incremental steps
to identify and rectify errors in a consistent and orderly manner. Consequently, verifica-
tion for each advancement in the model was also possible by analysing the results to the
expectations and calculating if the heat balance equation with the equilibrium temper-
ature stayed null:

∆QR AC = 0. (4.12)

The first development of the model was calculating the equilibrium temperature of
each node considering only inner radiation loss. Thus, no conduction, no convection,
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no outer radiation loss, and no propellant flow. Regarding conservation of energy, the
general heat balance equation, in this case, is:

ηabs P −σε
n∑

i=1
Bi 0 Ai

(
T 4

i −T 4
amb

)= 0, (4.13)

where n is the total number of nodes and 0 is the aperture’s surface number. To verify this
result, it is expected that the temperature of the nodes that get hit by the laser is higher
than the rest. Also, this difference should increase with the increase in absorptivity and
decrease in emissivity. Both these predictions were verified consistently. The conserva-
tion of energy property was extensively tested with all the geometries, different inputs
and number of nodes, thus, verifying the equations for this scenario. For instance, the
usual result is below 10−6 W for a laser power of 20 W, which is undeniably infinitesimal.

The next step was to add conduction through the nodes. As explained in section 4.3,
only the conduction between inner wall nodes is considered, since considering conduc-
tion to the outer wall would require twice the nodes (FEM-A-06). The nodes’ equations
were rewritten considering the conduction equations in section 4.3.

Regarding verification, null thermal conductivity should give the same result as the
previous situation and as thermal conductivity increases, the temperature across the
RAC becomes more uniform. The two cases were confirmed by different inputs and by
analysing the effect of changing the thermal conductivity. Regarding numerical verifica-
tion, due to the reciprocity of conduction, the heat balance equation remains the same
as the previous case (4.13). By analysing its result, the errors in the equations were iden-
tified and corrected. In the end, the result of the equation was of similar order as the only
inner radiation case.

In case the RAC is not externally insulated, there is a significant outer radiation loss.
The incorporation of this is easily done by adding the outer radiation loss in each done.
The general heat balance equation used to verify the result trivially becomes:

ηabs P −σε
n∑

i=1

(
Bi 0 Ai

(
T 4

i −T 4
amb

)+ Ai
(
T 4

i −T 4
amb

))= 0. (4.14)

Thus, this situation is numerically verifiable. In addition, with the element, the nodes’
temperature reduces as expected with the higher temperature nodes decreasing more.

The results between the zero-order and the FEM model were constantly compared
during the verification process. Differences between the equilibrium temperatures are
expected due to the additional spatial component of the FEM model but at high thermal
conductivity values, these differences ought to be small. It is relevant to understand
that the equilibrium temperatures when referring to the FEM model results are the area-
weighted averaged nodes temperature.

Table 4.5 shows the differences in equilibrium temperature for the case study in
Chapter 5. As can be seen, there are differences in the equilibrium temperatures but
they undeniably are within the same range.

The absorbed power is slightly different since the zero-order model uses the regres-
sion models while the FEM model uses the developed algorithm with view factors. Nev-
ertheless, if the absorbed power is brute forced to be the same in the zero-order model
the differences are still of the same order. The explanation comes from the assumed
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Table 4.5: Difference between zero-order and FEM model - Case Study results

Zero-order FEM
CR L [cm] D [cm] Pabs [W] Teq [K] L [cm] D [cm] Pabs [W] Teq [K]
0 5 4 11.13 898.4 5 4 11.24 907.0

0.5 5 4 8.86 915.1 5 4 8.92 918.3
1 5 4 6.77 935.3 5 4 6.80 941.8

(a) Zero-order model distribution (b) FEM model distribution

Figure 4.3: Absorbed power distribution [%/m2] for the cylindrical case of table 4.5 in both models.

incident absorbed power distribution which can be seen in Fig. 4.3. Zero-order model
assumes an equal distribution of around 7450 %/m2 while the FEM model varies dras-
tically from 4000 to 13000 %/m2. This results in different equations for each node and,
thus, slightly different results which are approximated due to the high thermal conduc-
tivity. Since higher incident power is attributed to the furthest nodes from the aperture,
more of its energy is perceived within the cavity, thus, explaining the higher tempera-
tures.

If the number of nodes in each surface is set to one and then the absorbed power in
the zero-order model is hard set to equal the FEM model, then the results differ by less
than 0.1%. This is expected due to the averaging out of the power distribution.

To conclude, the FEM model was successfully verified by comparing its results with
the expected behaviour, satisfying conservation of energy and similar results to the zero-
order model when high thermal conductivity is present.

4.7. CONCLUSION AND RECOMMENDATIONS
In this chapter, we have provided a comprehensive overview of the relevant heat transfer
mechanisms— radiation, convection, and conduction — and their application to the
receiver-absorber cavity (RAC). The foundational principles behind these mechanisms
were discussed in detail, elucidating how they govern the thermal behaviour within the
RAC.

Two predictive models were developed and verified: the zero-order model, inspired
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by Takken’s work, and a more sophisticated Finite Element Method (FEM) model, resul-
tant of Chapter 3 work. The zero-order model, being a simplified approach, provided
a fundamental understanding of the heat transfer processes, while the FEM model in-
corporated spatial components for more detailed predictions. Both models were scru-
tinized for their assumptions and operational frameworks, with successful verification
demonstrated through their alignment with expected behaviour, numerical energy con-
servation, and comparative analysis against established models (the zero-order model
with Takken’s model and the FEM model with the zero-order model under conditions of
high thermal conductivity).

The further development of the FEM model stands out as a critical area for future
work. To enhance its accuracy and applicability, several key improvements are recom-
mended:

• Incorporation of Convection Losses:

– Currently, the FEM model accounts only for radiation and conduction mech-
anisms. Introducing convection losses into the model will provide a more
accurate model when not in a vacuum.

• Integration of Propellant Heat Transfer:

– Extending the FEM model to include heat transfer to the propellant will allow
for predicting the RAC’s performance, reflecting the true operational condi-
tions and improving the model’s predictive capabilities.

• Addition of Insulation:

– Insulating the RAC can be modelled by incorporating an extra layer of nodes.
This modification will enable the evaluation of insulation effects on thermal
performance, guiding design improvements for better energy efficiency.

• Commercial software verification

– The FEM model verification would be enriched if its results were compared
to commercial FEM software results for the same scenario. In this scenario,
the node governing equations could be verified by adding equal beam heat
fluxes to each node.

• Development of a User-Friendly Interface:

– To facilitate the practical application of the developed tool by future students
and researchers, creating a user-friendly interface is essential. This interface
should simplify model setup, execution, and analysis, making the tool acces-
sible to users with varying levels of expertise.

By implementing these recommendations, the FEM model can evolve into a more ro-
bust and versatile predictive tool, significantly contributing to the field of thermal anal-
ysis and design optimization for RAC systems.
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RAC DESIGN OPTIMIZATION

Efficiency is a central concern in engineering, even though the ideal of reaching 100% re-
mains beyond reach. Nonetheless, engineers continuously strive to maximize efficiency,
minimising waste and enhancing performance wherever possible. This process typically
involves leveraging previously developed tools to estimate the performance of potential
designs.

With the prediction tools developed in the previous chapter, RAC design optimiza-
tion becomes the next logical step and is the topic of this chapter. First, the overall RAC
efficiency is defined and dissected into two parts. The chapter’s case study is then pre-
sented. A conical, cylindrical and concylindrical with a 0.5 cone ratio are the optimiza-
tion designs and their lengths and diameters are the optimization variables. Next, the
optimization tools for the two different efficiencies are presented alongside the study
case’s result. Moreover, interesting findings concerning optimization trends are revealed.
The code developed is available on the author’s GitHub 1.

It is relevant to note that in this chapter the optimization is only related to efficiency,
but usually other criteria such as size and mass can play a part in the optimization. For
example, one design might be preferred to another despite being slightly less efficient
due to its favourable lower mass.

5.1. RAC EFFICIENCY
Efficiency is usually related to its mechanical definition: the ratio between the device’s
power output and its power input. Consequently, in this propulsion system, the RAC’s
efficiency can be related to how much of the incoming energy i.e. the beam power is
transferred to the propellant [10]:

η= ṁ∆H

Pbeam
, (5.1)

1Thesis Github
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where ṁ is the propellant mass flow,∆H is the enthalpy change and Pbeam is the incom-
ing beam power.

This overall efficiency can be divided into two crucial and somewhat independent
efficiencies: absorption efficiency by the cavity and heat transfer efficiency to the fluid.

The absorption efficiency is related to the ability to absorb and retain the beam inci-
dent power. Consequently, it depends on the surface’s emissivity, absorptivity and cavity
geometry. However, no ordinary efficiency formula can translate the RAC’s absorption
efficiency. It depends on the thermal processes involved. Consider, for example, a RAC
perfectly insulated and in space (no outer or inner convection and null ambient temper-
ature), therefore, the only energy loss is via inner radiation. The equilibrium temperature
Teq can be calculated:

ηabs P =σεAB0T 4
eq ⇔ Teq = 4

√
P

σ
4

√
ηabs

εAB0
, (5.2)

where P is the laser power, ηabs the percentage of power that is absorbed by the cavity, σ
the Stefan-Boltzmann constant, ε the surface’s emissivity, A the inner area, B0 the inner
surface’s exit Gebhart factor. Consequently, the absorption efficiency is related to:

4

√
ηabs

εAB0
. (5.3)

The higher this factor the higher the absorption efficiency. Thus, the absorption effi-
ciency is related to maximizing the equilibrium temperature when no propellant is flow-
ing. This is expected since, for equal beam power, the higher the temperature in this
situation, the higher the propellant’s enthalpy change will be.

Unlike usual efficiency formulas, this factor has 1/m
1
2 units and is not capped at

1. Thus, the absorption efficiency, in this case, is related to the laser half-angle, RAC
geometry and surface properties (absorptivity and emissivity). As more thermal transfer
processes are involved, the more complex this factor becomes, making it challenging to
discern the influence of each variable and, therefore, less straightforward.

The second efficiency is dependent on, for example, the propellant, its mass flow,
duct geometry and layout. Lienhard J. et al [36] state that this second efficiency, namely
heat exchanger efficiency, can be determined from:

ηhx = 1−exp

(−hPL

ṁcp

)
= 1−exp

(−NukP 2L

4Aṁcp

)
, (5.4)

where h is the convective heat transfer coefficient, L is the duct’s length, P and A are the
cross-sectional perimeter and area of the duct, respectively, Nu is the Nusselt number
(whose formulas are taken from the literature and can be seen in the Appendix E), k
and cp , respectively, are the thermal conductivity and the specific heat capacity of the
propellant [36]. Unlike the previous efficiency, this one has a typical formula.

Although these efficiencies are not related directly in terms of processes, making
changes in one another may impact the other. For example, in a scenario where de-
creasing the RAC’s diameter increases the absorption efficiency, it reduces the length of
the spiral ducts, reducing the heat exchanger efficiency. Consequently, there are charac-
teristics related to both and their alteration affects both.
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5.2. CASE STUDY - INPUTS AND CONSTRAINTS

To show the optimization results, a case study to which the optimization process is ap-
plied is presented. This case study is related to the experimental part of this thesis
and, thus, some of the RAC’s manufacturing requirements and constraints are applied.
Consequently, the differences between the manufactured and optimal models can be
demonstrated.

The beam is a focused solar ray and, thus, its absorptivity is taken in the solar spec-
trum region. It has a diverging half angle of 5º and its output power is set to 20 W. The
origin is set to where the beam’s outer region is tangent to the RAC’s aperture (similar to
the Chapter 3 case).

Figure 5.1: Geometries of interest to the case study in 2D axial view (not to scale) - CR = 0, 0.5, 1.

Concerning the RAC, it is made of aluminium (thermal conductivity of 237 W/mK),
must fit inside a standard 1U (10x10x10 cm), its aperture is 4 cm, its length must be
at least 5 cm and has a thickness of 4 mm. The cone ratios optimized are 0, 0.5 and 1
(Fig. 5.1). The cavity has no surface coating and thus has the surface characteristics of
aluminium (α/ε = 0.15/0.05 [22]). The RAC has eight inner ducts. Their width and height
values can range from 0.5 to 5 mm and 1 to 3 mm, respectively. Due to the manufacturing
process, the surface reflection is considered fully diffused and only linear rectangular
ducts are considered. The melting point of the material is ignored since what is relevant
is to show the optimization process and its trend related to each variable.

Regarding the propellant used, it is gaseous nitrogen. The initial pressure ranges
from 3 to 6 bar and the mass flows considered are the theoretical critical mass flows for
those pressure values with a 0.5 mm diameter throat nozzle - from 122.5 to 251 mg/s.

The optimization process is performed considering a vacuum, perfect outer insula-
tion and a 50 K ambient temperature. Although vacuum and a low ambient temperature
are not the experimental conditions, they could be the scenario in space conditions. The
surrounding temperature was arbitrarily set for the example: way lower than ambient
temperatures on Earth but higher than space temperature since the system would be
inside a spacecraft. Nevertheless, the effect of convection is studied and the ambient
temperature does not affect the optimization trends (leading to equal results).

Table 5.1 summarizes the optimization case inputs and parameter ranges. The nomen-
clature follows the used standard in the thesis. Considering this setup, the length and
diameter of the RAC are the variables optimized in the absorption efficiency optimiza-
tion phase. Regarding the heat exchanger efficiency, the width and height of the ducts
are optimized for higher heat transfer.
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Table 5.1: Input Parameters for the Optimization Case Study

Parameter Value Parameter Value
Pi n [W] 20 θ [º] 5
o [cm] A

2tanθ L [cm] [5,10]
D [cm] [4,10] A [cm] 4

CR [0, 0.5, 1] t [mm] 4
k [W/mK] 237 α/ε 0.15/0.05

nduct s 8 Lduct s [cm] L
Tamb [K] 50/293.15 pi [bar] [3,6]
ṁ [mg/s] 40.83 pi Tp,ı [K] 293.15

hduct s [mm] [1,3] wduct s [mm] [0.5,5]

5.3. ABSORPTION EFFICIENCY OPTIMIZATION
As previously investigated, the main factors which influence the absorption efficiency
are the cavity geometry and its surface properties. The goal is to optimize to the high-
est RAC temperature within the boundaries of each parameter which are defined by the
requirements. In this case study, the optimization parameters are the RAC length and di-
ameter and their requirements are in Section 5.2. First, the optimization method and its
verification process are briefly explained. Then, lastly, the effects of the surface coating,
conduction and convection are explored.

5.3.1. OPTIMIZATION METHOD
Since two RAC tools were created, the absorption efficiency optimization was developed
for both. However, the FEM model does not have the convection losses incorporated.
Thus, only vacuum optimization is considered. For simplicity of the following examples,
when insulation is considered, the RAC is perfectly insulated outside.

The variables to be optimized in intervals are:

• Beam half-angle,

• RAC Length,

• RAC Diameter,

• RAC Aperture.

The other characteristics such as geometry, surface reflection, emissivity and absorptiv-
ity, are initial inputs which can also be changed. Initially, emissivity and absorptivity
were part of the optimized variables but higher absorptivity and lower emissivity are al-
ways desired and, therefore, it does not make sense to optimize for intervals. Rather the
optimization should be done in input pairs considering the properties of the available
coatings.

After defining the equilibrium temperature as a result of the heat balance equation,
the variables can be optimized to maximize it with the MATLAB Optimization Tool-
box. This toolbox allows the use of methods such as Sequential Quadratic Programming



5.3. ABSORPTION EFFICIENCY OPTIMIZATION

5

51

(SQP), Genetic Algorithms (GA), and others. The SQP was used due to its speed and
ability to set constraints inside the optimization tool. The extensive study of different
optimization methods and their performance in this case is out of the scope of this the-
sis.

Figure 5.2: Overview of the absorption efficiency optimization process

Fig. 5.2 illustrates the absorption efficiency optimization process via a flow chart. To
illustrate the result of the optimization process, the previously mentioned case study is
optimized for three different cone ratios.

Table 5.2: Case study optimization results for both models

Zero-order FEM
CR L [cm] D [cm] Pabs [W] Teq [K] L [cm] D [cm] Pabs [W] Teq [K]
0 5 4 11.13 898.4 5 4 11.24 907.0

0.5 5 4 8.86 915.1 5 4 8.92 918.3
1 5 4 6.77 935.3 5 4 6.80 941.8

In table 5.2, the optimization results for the example provided are shown. For all
geometries, the length and diameter optimal values are the lowest boundary. This means
that for these emissivity and absorptivity values, it is more advantageous to decrease
the area. Regarding the equilibrium temperature, the cone reaches the highest value
although it absorbs only 6.7 W compared to 10.24 W of the cylindrical case, emphasizing
the importance of reducing the emission loss. Despite the equal optimization, the Teq

values are slightly higher for the FEM model compared to the zero-order, however, it is
not significant in terms of percentage and a divergence is already expected due to the
model’s differences.

The computational demand of the optimization process for this specific optimiza-
tion domain is small. The zero-order optimization runs for each geometry take less than
10 seconds whereas the FEM model optimization with 10 nodes in each surface takes
around 10 seconds. Since the optimization is performing the equilibrium temperature
calculation, its speed will depend directly on that process’s speed. Consequently, for the
FEM model the optimization process time increases by increasing the number of nodes.
For higher optimization domains, the optimization process is expected to take longer
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but, since the equilibrium temperature calculation tends to be fast, it should not entail
huge operational periods.

The difference in Teq between geometries is relatively low since the differences in
absorbed power get neutralized by the differences in inner radiation loss. By increasing
the absorptivity while maintaining the emissivity, the radiation loss relation remains the
same. At the same time, the absorbed power relative differences diminish, leading to a
higher Teq difference between geometries. For example, by increasing the absorptivity
to 0.9, the power absorbed differs from 19.6 W in the cylindrical case to 19.1 W in the
conical. Consequently, the cylindrical cavity reaches 1000 K while the conical reaches
1220 K.

The optimization process does not entail a straightforward verification process. In
fact, the optimization method itself does not guarantee that it finds the global maxi-
mum. Nevertheless, to identify that the optimization code is running as it should two
approaches are performed.

The first approach entails comparing what is expected to the result. For example,
when the emissivity and absorptivity were incorporated into the optimization variables,
their optimal value was their lower and upper boundary, respectively. This equals max-
imizing the absorption and minimizing the radiation losses which is expected. Another
aspect that works similarly is the aperture, whose optimal value is its lowest boundary
for the same reason.

The second method is to plot in a grid two of the optimization intervals and their
equilibrium temperature (with the other variables with their optimal value). Fig. 5.3
shows the plots for the cone optimization results from the previous example. In addition,
it shows the effect of changing the incident angle. From it, it is clear how the smaller
dimensions and beam angle lead to the maximum temperature. Previous analysis shows
that increasing the angle tends to decrease absorption on diffuse surfaces, corroborating
the result. That way the shape of the graph is visualized and the optimal values can be
confirmed. By performing this on all possible variable pairs, the local optimal solution is
verifiable. If the plots show another optimal point, the initial guess can be adjusted and
the optimization runs once again, until the optimal points match.

(a) Length and diameter influence on Teq (b) Length and beam half-angle influence on Teq

Figure 5.3: Example of optimization verification plots
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An additional noteworthy comment refers to the effect of increasing the length in Fig.
5.3a plot. The optimal length dimension for absorption efficiency is the lower boundary
at 5 cm. Doubling the length would lower the temperature from 940 K to 910 K. However,
the linear duct’s length would also double, increasing the heat exchanger efficiency and
perhaps leading to a higher overall efficiency. Consequently, the importance of consid-
ering both efficiencies is emphasized.

5.3.2. SURFACE COATING EFFECT

To the surface, a coating can be applied, changing its emissivity and absorptivity. These
two factors influence the radiation loss and the absorption of the laser. It is trivial that
higher absorptivity and low emissivity values are desired to increase the equilibrium
temperature. Nevertheless, their effect on optimization trends is studied. For that, the
previous optimization scenario is considered with four different emissivity and absorp-
tivity ratios. The ratio between absorptivity and emissivity is hereby defined as the coat-
ing ratio.

Table 5.3: Optimal geometrical values for each example coating (CR = 0)

Coating 1 2 3 4
α/ε 0.15/0.05 0.15/0.15 0.15/0.4 0.15/0.9

L [cm] 5 10 10 10
D [cm] 4 4 4.35 10

Teq 907 779 720 703

Table 5.3 shows the optimization results for the four different coatings. The opti-
mization considered the FEM model with conduction and the results are only for the
cylindrical case. As anticipated, the equilibrium temperature diminishes due to the in-
crease in the radiation loss factor. On the other hand, the optimal length and diameter
depend on the coating’s properties and a trend is seen. When the ratio is high, the op-
timization tends towards the lower boundary of both variables. As it goes down, the
optimal values begin to approach the higher boundary: first the length and then the di-
ameter until both are at their maximum possible values. This trend has been consistently
captured in several studied scenarios and appears, not only in the cylinder but in all the
geometries. Fig. 5.4 plots clearly illustrate and verify the trend. This is a result of the

flattening of the absorption efficiency term related to the inner radiation loss
(

4
√

1
εAB0

)
throughout the optimization domain. This term’s maximum is at the lowest dimensions,
however, the difference between the minimum and the maximum in coating 1 and 4 is,

respectively, 1.7 and 0.03 m− 1
2 . Consequently, the absorption efficiency term related to

the beam power absorption effect increases with the decrease in surface coating ratio,
leading to an optimal design which maximizes it.
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(a) Coating 1 (b) Coating 2

(c) Coating 3 (d) Coating 4

Figure 5.4: Teq optimal geometry verification plots for each coating

To sum up, absorptivity and emissivity play a part in the optimal geometric proper-
ties of the cavity, mainly its length and diameter. A trend related to the coating ratio has
been found for all geometries. Nevertheless, optimizing the dimensions for the specific
requirement is still relevant as the trend is merely qualitative and its transaction phases
depend on factors such as thermal conductivity as shown in the next subsection.

5.3.3. CONDUCTION EFFECT

To study the effect that conduction has in the FEM model, the study case is optimized
with the FEM model considering a null thermal conductivity i.e. no conduction heat
exchange. The scenario in table 5.3 with the aluminium thermal conductivity is similar
to the infinite conductivity case and, thus, not represented here.
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Table 5.4: Optimal geometrical values for each example coating and no conduction

Coating 1 2 3 4
α/ε 0.15/0.05 0.15/0.15 0.15/0.4 0.15/0.9

L [cm] 5 10 10 10
D [cm] 4 4 4 4

Teq 900 797 757 742

The optimization process results without conduction are shown in table 5.4. Con-
cerning the equilibrium temperature, its value is lower for the first coating but higher
for the others when compared to table 5.3. Although it also shows a downtrend with the
coating ratio increase, without conduction it is slightly slower. The optimal length and
diameter are for the first case the lower boundary values and for the others the length
reaches its maximum value while the diameter stays at its minimum. Compared to the
conduction case, this is the first stage of the defined trend (Figs. 5.4a and 5.4b). How-
ever, by increasing the ratio even further, the spotted trend is the same. Thus, for the
no-conduction case, the transaction between the plots in Fig. 5.4 requires a larger coat-
ing ratio. Additionally, when low thermal conductivity values are used, it was found that
the transition in trend phases is more sensitive to the coating ratio with higher thermal
conductivity. Consequently, length and diameter at their maximum values would be op-
timal.

In conclusion, the conduction heat exchange in the FEM model significantly impacts
the optimization process. While the trend observed without conduction follows a similar
pattern to the case with conduction, the transition between phases necessitates a larger
coating ratio. Additionally, the sensitivity of trend phases to changes in the coating ratio
is proportional to the thermal conductivity.

5.3.4. CONVECTION EFFECT
In space, inner convection losses are not a concern. However, if testing is done outside a
vacuum chamber, it is necessary to account for it in a prediction tool. Thus, the convec-
tion effect on optimization in the case study is analysed. As stated, the inner convection
loss has been implemented only in the zero-order model. Also, the surrounding temper-
ature has been changed to 20ºC since the air data properties available have only values
upwards of 0ºC.

The addition of inner convection loss results in a lower equilibrium temperature as
expected. When comparing the no convection to the convection case with different coat-
ing ratios, it is clear that the presence of convection loss leads to an advance in the op-
timal value shift of length and diameter from the lower to the higher boundary. This
means that for the optimal values to be their maximum, the coating ratio does not need
to be as low. For example, the inputs of Fig. 5.4a with inner convection lead to the Fig.
5.4d plot.

5.4. HEAT EXCHANGER EFFICIENCY OPTIMIZATION
As mentioned, the heat exchanger efficiency is related to the capacity of transferring the
RAC’s thermal energy to the propellant and is given by equation (5.4). The formula de-
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pends on the mass flow, the ducts’ geometrical characteristics, the propellant’s proper-
ties and the convective heat transfer coefficient. Considering the propellant convection
formulas, the efficiency calculation is possible and so is its optimization.

5.4.1. OPTIMIZATION METHOD
In this case, since the efficiency does not depend on the spatial temperature distribution,
there is no distinction between the RAC tools and the optimization process is equal for
both. For simplicity, only the single-phase propellant case is considered for this tool, the
duct is linear and can be either rectangular or circular shaped. The optimization process
overview is similar to the absorption efficiency (Fig. 5.2) just changing the inputs and
objective function.

The variables that can be optimized are the duct shape and the propellant’s mass
flow. The other parameters are initial inputs whose optimization is trivial or not appli-
cable. For example, the pipe’s length optimal value will always be the upper boundary
as it maximizes efficiency and is unrelated to any other property. The specific heat ca-
pacity and the thermal conductivity of the propellant are properties that are not subject
to optimization. Although a low mass flow appears to be optimal, it influences Nu so
the lower boundary might not be desirable. Thus the duct shape appears to be the most
influential optimization variable since it influences P , A and also Nu.

The properties of the propellant depend on the considered temperature which is
also an input of the optimization process. The bulk temperature is not known at this
stage since it is the mean of the inlet and outlet temperature and the latter is not initially
known. Consequently, the user ought to make either an educated guess of the bulk tem-
perature or perform optimizations for several possible values and determine if the opti-
mization results differ. Since the inlet temperature and the maximum RAC temperature
without propellant are known an interval for the possible values is trivially determined.

For the case study, eight 10 cm linear and rectangular-shaped ducts are considered
with an inlet propellant temperature of 293.15 K. The minimum and maximum height
are 1 and 3 mm, and the minimum and maximum width are 0.5 mm and 5 mm. The
mass flows considered are the theoretical critical mass flows for the experiments (from
122.5 to 251 mg/s). Thus, only the duct shape is optimized in the case study.

Table 5.5: Case study’s heat exchanger efficiency at different bulk temperatures with ṁ = 251 mg/s

Tb [K] 300 500 700 900
ηhx 0.922 0.975 0.989 0.994

The optimization results are 3 mm in height with a 0.5 mm width for all mass flow
cases and possible bulk temperatures. The efficiency values range from 0.92 to 1, de-
creasing with the increase in mass flow and increasing with the bulk temperature esti-
mate. Table 5.5 shows the bulk temperature effect on efficiency for the highest mass flow
case.

The decrease in efficiency with the increase in mass flow follows trivially from the
efficiency equation and appears to not have a significant effect on Nu to increase it. The
increase with the increase in bulk temperature is a result of the increase in the nitrogen’s
thermal conductivity and specific heat capacity ratio which doubles from 300 to 900 K.
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Table 5.6: Case Study heat exchanger efficiency - Nu and P 2/L variation at ṁ = 251 mg/s and Tb = 700 K.

h [mm] w [mm] Nu P 2/A ηhx

1 0.5 3.73 18.0 0.925
3 0.5 3.78 32.7 0.989
1 5 3.81 28.8 0.98
3 5 3.95 17.1 0.92

The optimized value is the result of maximizing the perimeter and area ratio of the
ducts. In all scenarios, the flow is laminar and the Nusselt number does not change
enough to affect the optimal values as can be seen in table 5.6. This can be seen for all
the mass flow values in the case study. However, this is not always valid since there are
regions where Nu changes more drastically.

5.4.2. NUMBER OF DUCTS EFFECT

(a) npi pes = 2 (b) npi pes = 4

(c) npi pes = 5 (d) npi pes = 10

Figure 5.5: npi pes effect on ηhx and optimal duct shape at ṁ = 251 mg/s and Tb = 700 K.
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The number of ducts affects the amount of mass flow in each duct. Thus, studying the
number of ducts is also studying the mass flow effect in the heat exchanger efficiency. As
previously seen, the mass flow influences both the numerator (directly) and the denom-
inator (indirectly) of the efficiency term. To study its effect, the number of ducts in the
case study is changed.

In Fig. 5.5, the heat exchanger efficiency results for different height and width dimen-
sions and the number of pipes are presented for the case study. At low pipe numbers, the
optimal result tends to be the lowest dimension possible due to the propellant flow be-
ing turbulent. The possible efficiency values can be drastically different ranging from
95% to almost 50%. As the number of pipes increases, the difference between the possi-
ble heat exchanger efficiencies diminishes and the optimal efficiency increases as well.
With the increase in the number of pipes, the flow becomes laminar and in that scenario,
the optimal solution is the one which maximizes the perimeter-area ratio.

Table 5.7: Case Study heat exchanger efficiency - Nu and P 2/L variation at npi pes = 2, ṁ = 251 mg/s and
Tb = 700 K.

h [mm] w [mm] Nu P 2/A ηhx

1 0.5 17.85 18.0 0.945
3 0.5 4.3 32.7 0.727
1 5 4.45 28.8 0.69
3 5 4.9 17.1 0.54

Table 5.7 shows the Nusselt number variation for the case study considering only 2
ducts at ṁ = 251 mg/s and Tb = 700 K. The P 2/A ratio only doubles from the first case
while Nu reduces to approximately a fourth of its value. Consequently, the optimal so-
lution tends to be the turbulent case due to the significant relative increase in Nu com-
pared to P 2/A.

To sum up, the number of ducts defines the propellant flow regime which defines
the optimal solution: turbulent has higher efficiency at the lowest values possible and
laminar has higher efficiency at higher perimeter-area ratios. Also, a higher number of
ducts leads to higher heat exchanger efficiency, as predictable, and reduces the efficiency
differences within the possible dimensions.

5.5. OVERALL EFFICIENCY OPTIMIZATION
In the previous sections, the optimization of the absorption and heat exchanger effi-
ciency were addressed. However, as mentioned, despite dealing with different aspects,
their results depend on common characteristics and, thus, the optimal scenario for one
might not be optimal for the other. Consequently, overall optimization is required.

The optimization process follows trivially from the previous examples. The user de-
fines the optimization ranges for the desired variables and sets the others. The param-
eters to be optimized are the RAC’s geometry (diameter, length and aperture diameter)
and the duct shape. However, unlike the previous cases, the optimization is performed
by parametric sweeps and not an optimization algorithm.

Considering the case study, since the ducts are linear, the RAC’s diameter does not
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influence the heat exchanger efficiency and it has a consistent negative influence on the
absorption efficiency. Consequently, one might conclude the optimization process for
the overall efficiency addresses only the RAC’s length: higher length leads to higher heat
exchange efficiency but lower absorption efficiency. However, this is not true as will be
demonstrated.

The dimensions of the ducts will have the same optimal value since it is not related
to the absorption efficiency.

Table 5.8: Overall efficiency for different lengths and cone ratios at ṁ = 251 mg/s and D = 4 cm

CR L [cm] 5 6 7 8 9 10
Pabs [W] 11.1 12.1 12.9 13.6 14.1 14.6

Teq, R AC [K] 352.22 352.0 352.1 352.3 352.5 352.8
0 Tp, f [K] 335.1 338.8 341.8 344.3 346.3 347.9

ηR AC [%] 55 60 64 67 70 72
Qpr op [W] 11.0 12.0 12.8 13.5 14.0 14.5
Pabs [W] 6.8 7.6 8.3 8.9 9.5 10.0

Teq, R AC [K] 329.7 330.5 331.4554 332.5 333.6 334.6
1 Tp, f [K] 318.8 321.8 324.5 326.9 329.1 331.0

ηR AC [%] 34 38 41 44 47 50
Qpr op [W] 6.7 7.47 8.2 8.82 9.4 9.9

The optimization with a 4 cm fixed RAC diameter resulted in an optimal length value
equal to its upper boundary for all mass flow cases. The results for the case study opti-
mization for the highest mass flow rate for cylindrical and conical geometries are shown
in table 5.8. The 0.5 cone ratio scenario results are not displayed since they follow the
same trends, having a performance in between the other two geometries.

First general trend remarks for both geometries are identified. As the length in-
creases, so does the absorbed laser power. The RAC temperature stays fairly in the same
range with the length having a slightly positive effect due to the higher absorbed power.
The propellant final temperature approaches the RAC equilibrium temperature with the
increasing length, which is expected due to the increase in heat exchanger efficiency.
Regarding the overall efficiency, it goes up significantly in both geometries.

Concerning the comparison of the results between geometries, the cylinder has higher
absorbed power, as expected. On the other hand, the cylindrical cavity obtains higher
RAC temperatures as well as higher final propellant temperatures. Consequently, the
cylindrical has higher efficiency values. However, this was not expected as the conical
geometry presented itself as the geometry with the highest absorption efficiency. The
key component in this change is the amount of absorbed power that gets transferred
into the propellant.

When comparing the absorbed power Pi n and the power transferred to the propel-
lant Qpr op these are practically equal, meaning that the inner radiation loss is almost
negligible. Thus, the higher the absorbed power, the more power there is to transfer to
the propellant and the higher the efficiency. This is not considered when analysing the
absorption efficiency as it was defined. Consequently, the absorption efficiency might
not be a metric as useful as initially defined to guide a design. Nevertheless, it might be
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more useful in scenarios where the heat efficiency is lower or the RAC’s area is bigger
and, thus, radiation losses play a more significant part.

By identifying that the absorbed power is the primary driver in the case study, the
diameter becomes an optimization variable alongside the length. Higher diameter leads
to higher power absorption so it is expected that the optimal diameter is no longer the
minimum of the range but its maximum value.

A parametric sweep of the length and diameter domain was performed for both ge-
ometries and the previous findings for the 4 cm diameter remained the same: higher
length and same diameter led to higher efficiency. Moreover, higher diameter led to
higher efficiency as well due to the increase in absorbed power and the inner radiation
loss still being lower than 2% of the absorbed power. Consequently, the optimal RAC
dimensions for this case study are the maximum values for length and diameter, respec-
tively, 10 and 10 cm. Regarding the conical geometry, its efficiency goes from a 34%
minimum to a 75% maximum and for the cylindrical geometry it goes from 55% to 83%.
Thus, the cylindrical geometry is preferred. In table 5.9, the parameters of the optimal
RAC design are presented.

Table 5.9: Case Study RAC parameters with the optimal solution

CR L [cm] D [cm] A [cm] α/ε nducts hducts [mm] wducts [mm]
0 10 10 4 0.15/0.05 8 3 0.5

Fig. 5.6 shows the direct relationship between the overall efficiency and absorbed
beam power for the case study scenario. These plots are undeniably similar and illustrate
the described phenomenon.

(a) Length and diameter influence on Pabs (b) Length and diameter influence on η

Figure 5.6: Correlation between overall efficiency and absorbed beam power in the case study for the
cylindrical geometry

Considering the other mass flows, lower mass flow values lead to slightly lower effi-
ciency (maximum of 1% reduction from the 251 mg/s case to the 122.5 mg/s). Moreover,
the trend of increase in efficiency with length and diameter remains. However, if one
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keeps decreasing the mass flow, the amount of heat transferred to the propellant dimin-
ishes and the radiation loss starts becoming a significant part of the absorbed power.
Therefore, the absorption efficiency trends start showing up as it is relevant to maximize
the radiation energy retention and the optimal case scenario starts shifting to the lower
dimensions.

A theoretical way to calculate the highest possible overall efficiency for a certain RAC
geometry is to calculate it considering a duct length big enough that the RAC and the
final propellant temperatures reach equilibrium, i.e., unitary heat exchange efficiency.
By doing that to the case in table 5.8, the overall efficiency increases less than 0.5% in all
cases. This small value is expected since most of the absorbed power is already going to
the propellant.

Although, in this case, the optimization trend was simple, its extension to other cases
needs caution. For example, higher cavity areas can allow the inner radiation loss to be
significant and, thus, increasing the RAC’s dimension to increase the absorption might
not be enough to outweigh it.

In conclusion, the RAC can be optimized considering its overall efficiency. Regard-
ing the case study, increasing its length and diameter leads to a higher overall efficiency
and its performance is mainly limited by the absorbed power. This could be improved
by increasing its absorptivity with a surface coating. Moreover, it was concluded that the
results from the absorption efficiency section can be misleading regarding overall effi-
ciency. For each scenario, the user must perform an individual optimization since the
trend found might not apply.

5.6. BASELINES FOR LABORATORY MODEL
The next step in the engineering process is manufacturing the laboratory model for test-
ing. For that, the insights gathered with the work of this chapter are taken into account.
Mainly, one should strive for a cylindrical geometry with higher lengths and diameters
to maximize beam power absorption and, for the expected mass flow values, a duct ge-
ometry that maximizes the perimeter and minimizes the area.

Table 5.10 shows the RAC parameters of the laboratory model manufactured. For a
detailed description of the design and manufacturing process refer to Chapter 6.

Table 5.10: Manufactured RAC parameters

CR L [cm] D [cm] A [cm] α/ε nducts hducts [mm] wducts [mm]
0 10 4 4 0.15/0.05 8 1 0.5

When comparing the parameters of the manufactured laboratory model to the op-
timal case (table 5.9), there are only two differences: the diameter and the height of the
ducts. These differences are the result of manufacturing constraints and budget. Their
optimal value is the maximum while the manufactured is the minimum of the defined
range. Consequently, the absorbed power is reduced and the heat exchanger efficiency
is lower as well. Table 5.11 shows the expected performance for the laboratory model.
The efficiency is 72% which is lower than the optimal parameters case of 83%.
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Table 5.11: Case Study - Laboratory Model expected performance at ṁ = 251 mg/s

Pabs [W] Qpr op [W] Teq,RAC [K] Tp,f [K] η [%]
14.6 14.3 365.9 347.7 72

5.7. CONCLUSIONS AND FUTURE WORK
In this chapter, we began by defining various efficiencies and their dependencies. We
demonstrated that while absorption efficiency is challenging to quantify, the heat ex-
changer efficiency is more straightforward to determine. A case study related to the
experimental aspect of this thesis was presented, providing a practical example of the
optimization process and results.

The optimization tools were then introduced, starting with the absorption efficiency.
It was shown that the optimal result varies depending on the governing equations. A
trend for optimal values was identified, and the effects of the surface coating ratio, the
RAC’s conductivity, and the presence of convection were explored.

Next, the optimization of heat exchanger efficiency was discussed. It was found that
the propellant fluid regime significantly influences the trends of optimal values. For
laminar flow, maximizing the perimeter-area ratio was crucial, whereas turbulent flow
favoured the smallest possible dimensions.

Finally, we optimized the overall efficiency. As previously explained, achieving a sce-
nario where both efficiencies are optimal simultaneously is difficult due to their com-
mon input variables. The absorption efficiency results revealed having lower importance
in the overall efficiency due to most of the absorbed power being transferred to the pro-
pellant and, thus, diminishing the impact of inner radiation loss. Therefore, absorption
efficiency conclusions are only relevant in scenarios where inner radiation losses are a
significant part of the power absorbed. In the case study, it was observed that increasing
the cavity’s length and diameter improved the efficiency, with values reaching around
83% across all mass flows.

The optimal case scenario RAC parameters were then compared to the laboratory
model manufactured for the experimental part of the thesis. The differences reside in
the diameter and duct height, reducing the theoretical efficiency from 83% to 72%, and
are a result of manufacturing and budget constraints.

Future work regarding optimization focuses mainly on the improvement of the FEM
model. Enhancements in the FEM model to include convective heat mechanisms will
provide a more accurate and comprehensive optimization process, leading to better per-
formance predictions and potentially higher efficiencies. Additionally, the optimization
tools were not developed as user-friendly interfaces due to time restraints. This could be
developed in the future to facilitate the process.
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EXPERIMENTAL DESIGN AND

HARDWARE

In this chapter, the process of the experimental set-up design and further manufacturing
and assembly is explained in detail. Initially, the key locations for the development and
testing are mentioned. Next, a concise report of the thruster design and manufacturing
is given followed by the instrumentation hardware used in the tests. The design and
manufacturing processes were inspired by the work and conclusion from the work of
Takken [11]. The chapter ends with conclusions and recommendations for further work.

6.1. LOCATIONS
For this thesis, several locations were constantly visited, each having its distinctive pur-
pose: the Student Walk-in Workshop (IWS) and the Employee Walk-in Workshop (EWW),
the DEMO, the 3mE Welding facility, the Meetshop and the Cleanroom. The first four lo-
cations are related to the manufacturing of the laboratory model and the last two refer
to used instrumentation and where the experiments were performed, respectively. For a
more detailed description of the locations, refer to Appendix F.

Although not used, the laser facility is also mentioned in the appendix to explain the
process that the author went through and the problems faced. This is useful information
for following students.

6.2. THRUSTER GENERAL REQUIREMENTS
The thruster developed has no requirements related to a specific mission. Thus, the
general requirements follow down from the manufacturing and instrumentation con-
straints. In this section, the thruster requirements are given taking into account infor-
mation that is explained in more detail in the next section.

The thrust is one of the measured parameters in the experimental procedure. Con-
sequently, the thruster needs to be designed to operate within thrust levels that can be
measured. The limiting factor is the instrumentation that measures it: load cell and test
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bench. The load cell intended to be used had a maximum capacity of 100 mN. Moreover,
the test bench could be easily assembled in a way to increase the relationship between
measured and real thrust by 25%. Thus, the following requirement was defined:

• TGR-01: The expected experimental thrust must not exceed 125 mN.

In the planned testing, the only control variable is the inlet absolute pressure and,
thus, the mass flow, directly proportional to the thrust, is a dependent variable. The
critical mass flow is proportional to the nozzle’s diameter and the smallest available drill
at IWS is 0.5 mm. The expected thrust is determined by IRT, presented in Chapter 2.

Table 6.1: Nitrogen testing theoretical values - ideal conditions

pc [bar] 3 4 5 6
ṁ [mg/s] 137.9 183.9 229.9 275.8
F [mN] 54.8 79.7 104.6 129.5
Isp [s] 40.5 44.2 46.4 47.9

Considering nitrogen as the propellant, an ambient temperature of 15ºC and pres-
sure of 1 atm and a 0.5 mm diameter throat nozzle with only a convergent section, the
theoretical values can be calculated for various chamber pressures (table 6.1). From the
data, the chamber pressure can not exceed 6 bar as it no longer satisfies TGR-01. Also, if
the nozzle diameter is increased, the possible testing pressures diminish. Thus, the noz-
zle throat diameter is selected as 0.5 mm. Regarding inlet pressure, this is limited to 6
bar. Although a 6-bar chamber pressure does not satisfy TGR-01, the thrust value is close
to the limit value and there will be factors such as the pressure drop from the inlet to the
chamber and the discharge coefficient which will reduce the real thrust to the allowed
range.

6.3. THRUSTER DESIGN AND MANUFACTURING

In the section, an overview of the design and consequent manufacturing process of the
thruster is given. Since the thruster being developed is not attributed to a specific mis-
sion, the requirement lists are mostly related to manufacturing constraints as well as ex-
perimental simplicity. For each component, first, the requirements are given, followed
by the final design and manufacturing process.

6.3.1. RAC
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REQUIREMENTS

Table 6.2: RAC design requirements

ID Requirements Rationale
RAC-01 The material must be approved for

use in the IWS machines.
The author will use the IWS ma-
chines.

RAC-02 The material must be suitable for
soldering or welding.

Due to the inner geometry, four
sub-pieces need to be made and
assembled.

RAC-03 The material has to have high ther-
mal conductivity.

Uniform temperature throughout
the RAC which is an assumption of
the zero-order model (Chapter 4).

RAC-04 The wall thickness of the pieces
must be a minimum of 2 mm.

Instruction given by the IWS staff.

RAC-05 The material must withstand a
maximum operating pressure of at
least 10 bar.

Maximum range of the pressure
sensors.

RAC-06 The design must be cylindrical
with linear ducts.

Conical sections and spiral ducts
are more difficult to manufacture.

RAC-07 The diameter must be sufficient to
capture all laser radiation.

Reduces test set-up complexity by
avoiding the need for radiation
protection.

RAC-08 The cavity’s length must be at least
twice its diameter.

Improves the absorbed radiation
power (Chapter 3).

RAC-09 The inlet, ducts and outlet must be
big enough to not form a nozzle.

No significant pressure drops be-
fore the nozzle allowing for it to
choke.

The list of requirements for the RAC can be seen in table 6.2 and these guide the design
process.

DESIGN

The material chosen for the RAC was aluminium since it satisfies the first three require-
ments. Steel was the other available option but it is harder to manufacture and has an
80% lower thermal conductivity. The rest of the requirements defined the geometrical
design.

Considering all the requirements, a final RAC design was made. The RAC is a cylinder
with a height of around 110 mm and a maximum outer diameter of 60 mm. For the
intended laser experiments (5º half-beam angle and RAC at 40 cm distance), all of the
laser radiation would hit the RAC, satisfying RAC-07. The cavity has 40 mm diameter and
100 mm length, respecting RAC-08. Both the inlet and outlet diameters are 3 mm. When
the propellant goes through the inlet, it passes through a manifold ring which guides it
to the straight slits (RAC-06). There are 8 rectangular slits of 1mm by 0.5 mm where the
propellant flows through. Considering the nozzle’s dimensions, which are given next, no
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section of the RAC forms a second nozzle in the thruster (RAC-09). Consequently, the
main problem that Takken [11] experienced is avoided.

Regarding the maximum operational pressure, values have been calculated for the
inlet and outlet pipe and the inner slits using Barlow’s equation. Regarding the former,
with a safety factor of 10, the maximum allowed pressure is around 83 bar and for the
slits (assuming a circle with 1 mm of diameter, which should result in the worst case)
is around 165, double the previous number. Therefore, the RAC satisfies its maximum
operating pressure requirement (RAC-05).

MANUFACTURING

The RAC was the first component to be manufactured (Fig. 6.1). Due to its internal
structure, it is not possible to build it in one single piece. A two-part manufacturing
process (two capped cylinders) with consequent welding was proposed but the IWS staff
recommended separating the cylinders with their respective caps. Consequently, four
pieces were constructed: the inner cylinder, the outer cylinder and their caps. Although
available free of charge in the IWS, the aluminium pipes were of small size and too much
material would be wasted if an aluminium rod was used. Therefore, the author had to
buy two differently-sized aluminium rods to carve the cylinders. The cost for twice the
amount needed (in case it had to be redone) came to around 70€.

The outer cylinder was a simple piece compared to the inner cylinder and only the
lathing machine (Fig. 6.1a) was needed. On the other hand, the inner cylinder had ducts
which required the use of the milling machine with a saw (Fig. 6.1b) after the rest of
the layout was carved with the lathe. Lastly, the caps were created with the lathe. The
manufactured pieces before welding can be seen in Fig. 6.1c.

After manufacturing the four RAC sub-pieces, they had to be welded together. As
mentioned before, this process was done by a friend of the author at the 3mE welding
facility. Aluminium is not as easy to weld as steel due to its high thermal conductivity
and, therefore, if not done by an experienced user it can go wrong. The assembled RAC
can be seen in Fig. 6.1d.

6.3.2. CONNECTION PIECES

REQUIREMENTS

There are several connection pieces in the thruster assembly. Depending on their pur-
pose, their requirements are different. Nevertheless, an overall requirements list is pro-
vided (table 6.3.
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(a) Lathe machine at IWS (b) Cutting the slits with the milling machine

(c) RAC’s four sub-parts before welding (d) RAC pieces welded together

Figure 6.1: RAC manufacturing process

Table 6.3: Connection components requirements

ID Requirements Rationale
CON-01 The material has to have low ther-

mal conductivity.
Lower RAC energy losses by con-
duction and respect maximum
temperature instrumentation re-
quirements.

CON-02 The dimensions have to be able to
fit the instrumentation where re-
quired.

Instrumentation needs to fit to
collect data

CON-03 The dimensions cannot form noz-
zles.

No significant pressure drops be-
fore the nozzle caused by a second
nozzle.
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DESIGN

The material chosen for the connection pieces when manufactured by the author was
steel due to its low thermal conductivity. This avoids energy losses by conduction as well
as lowering the temperature suffered by the instrumentation.

Three connection pieces were manufactured: the inlet piece, the thermowell piece
and the pressure chamber piece. The inlet piece is a three-end piece whose purpose is
to connect the RAC to the feed system and to measure the inlet pressure. Thus, the di-
mensions were made to fit one pressure sensor in one end, to connect with the RAC with
a threaded connection in another end and the last end to a barb connection which will
be connected to the plastic tube from the feed system. The thermowell piece is located
after the RAC and before the nozzle to measure the temperature with a thermowell. The
pressure chamber piece is connected to the nozzle chamber to accommodate the other
pressure sensor and read the chamber pressure.

Additionally, two stainless steel pipes were purchased online to enhance overall con-
ductive thermal insulation from the RAC to the instrumentation. Each pipe has a 1 mm
inner diameter, 3 mm outer diameter, and a length of 20 cm, satisfying CON-03. These
characteristics were chosen as increased insulation to the instrumentation is achieved
with longer lengths and reduced diameters. These dimensions are too small to be con-
structed at IWS and that is why they were ordered. One of them was cut in two parts.
Thus, one piece connects the RAC to the thermowell piece, another the thermowell piece
to the nozzle and the last the nozzle to the chamber pressure piece. A schematic of the
connection pieces can be seen in Fig. 6.4.

MANUFACTURING

The manufacturing of the three pieces was rather simple and the lathing machine was
mainly used. Any threads and holes were then threaded and drilled with the respec-
tive machines. To prevent any leakage, any connection (threaded or not) between these
pieces was soldered with silver.

6.3.3. NOZZLE
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REQUIREMENTS

Table 6.4: Nozzle design requirements

REQ-I Requirements Rationale
NOZ-01 The material has to be steel. Ability to solder with the con-

nection pieces and manufacturing
done at IWS.

NOZ-02 The throat dimension needs to
be small enough to cause choked
flow.

It would not cause sonic flow.

NOZ-03 The nozzle only has a convergent
section

A divergent section would in-
crease the manufacturing com-
plexity.

NOZ-04 The thrust produced needs to be
within the test bench’s possible
measuring ranges.

Otherwise, the produced thrust
cannot be measured.

NOZ-05 The nozzle must allow perpendic-
ular alignment with the bench.

If angled, only one portion of the
thrust would be measured.

NOZ-06 The nozzle must be designed with
a closing mechanism.

Needs to close for leak testing

Regarding the nozzle, the list of requirements is shown in table 6.4.

DESIGN

From the requirements, the material of the nozzle piece is already defined to be steel
(NOZ-01). Next, the nozzle piece was designed into three sub-parts: the nozzle part, its
cap and its support.

Besides the converging section which ends at the nozzle throat without any diverg-
ing section (NOZ-03), the former is a cuboid structure with two holes: one to connect to
the propellant flow and the other connected to the chamber pressure piece. The throat
has a 0.5 mm diameter which is the smallest drill available at IWS. This will cause a
choked flow following requirement NOZ-02. From the ideal rocket theory, the thrust
levels achieved go from 50 to 110 mN which the test bench can measure (NOZ-04). The
end of the nozzle is threaded so the cap can be inserted and the nozzle closed (NOZ-06).

The nozzle support piece is made to fit the nozzle and has two threaded holes per-
pendicular to the nozzle. These threaded holes allow screws to go through and attach
the nozzle support to the thruster support. Consequently, the nozzle and, by extension,
the propellant exit flow are aligned perpendicularly to the test bench (NOZ-05).

Regarding the nozzle cap, it is simply a cylinder with a threaded hole to close out the
nozzle exit.

MANUFACTURING

Although not complex, the nozzle was difficult to manufacture due to its small dimen-
sions. The 0.5 mm drill breaks quite easily since the drill has to be manually made and
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the machines are not specifically made for these dimensions. After several trials, the
throat production succeeded. The nozzle ended up having a 70º converging section go-
ing from 2.5 to 0.5 mm. Next, the milling at EWS was used to square off the nozzle to fit
in its support.

The nozzle support was fully done in the milling machine (Fig. 6.2a). Due to its small
size, it was also challenging but eventually, the manufacturing was successful. After the
two sub-parts were manufactured, the nozzle was inserted into its support and welded
together to form a unique piece. In Fig. 6.2b, the nozzle and its support before welding
can be seen.

Regarding the nozzle cap, it was done in the lathing machine fairly quickly due to its
simplicity.

(a) Nozzle support manufacturing in the milling (b) Nozzle and its support before welding

Figure 6.2: Nozzle manufacturing

6.3.4. THRUSTER SUPPORT
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REQUIREMENTS

Table 6.5: Thruster support requirements

ID Requirements Rationale
SUP-01 The material has to be readily

available at IWS
Reduces costs and is convenient.

SUP-02 The material has to have low ther-
mal conductivity.

It is in contact with the RAC and
other thruster elements

SUP-03 The support has to be able to sup-
port and fix a cylinder

The RAC is cylindrical

SUP-04 The support has to be adjustable
for other thruster configurations.

Can be used by next students

SUP-05 The support has to secure the noz-
zle in a fixed position.

The nozzle cannot change its ori-
entation throughout the experi-
ments

SUP-06 The support has to be able to be
put in the thrust bench

Otherwise, it would not be possi-
ble to use it in the test bench and,
thus, for testing

Regarding the thruster’s support, the requirements are presented in table 6.5.

DESIGN

The support is made of carbon steel since it can be used at IWS, has low thermal con-
ductivity and is free of charge (SUP-01 and SUP-02).

At the bottom, a rectangular steel base is used. The lateral sides are bent to improve
stability by increasing resistance to bending. Four holes 2.5 cm apart are made so the
support can be connected to the thrust bench by screws. In addition, two more holes are
made to fix the nozzle. Then two rectangular hollow steel sections are inserted vertically.
The bigger one is fixed to the base and the other can slide inside. The one inside can
be fixed by screwing two screws that pass by threaded holes in the bigger rectangular
hollow section. The top rectangular section is connected to a triangular piece where the
RAC can be stably put.

MANUFACTURING

The rectangular steel base was laser-cut from a steel plate free of charge (fig. 6.3a) and
then the lateral sides were bent with a metal-bending machine at IWS.

The rectangular hollow sections and the triangular piece were already available at
IWS. The bottom rectangular hollow section had two threaded holes made and then
welded into the steel base. Lastly, the inner rectangular hollow section was welded to
the triangular piece.

The final thruster can be seen in Fig. 6.3b.
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(a) Laser cutting machine used for the support’s base (b) Thruster support assembled

Figure 6.3: Thruster support manufacturing

6.4. THRUSTER ASSEMBLY

Fig. 6.4 shows all the thruster pieces (except for the thruster support) in an exploded
manner before they were assembled. Also, before assembly, it is essential to verify that
all components have been produced according to the plan.

As mentioned, every connection between steel and stainless steel was silver soldered.
Thus, only two connections are leak-tightened with Teflon tape: the inlet connection
piece to RAC and RAC to one of the stainless steel connections. The pressure sensors are
leak-tight due to their washes. The thermowell washer was unsuccessful in preventing
leaks. Thus, the thermowell connection was closed with fire sealant as mentioned in the
leak testing chapter. The fully assembled thruster with its support and no instrumenta-
tion is shown in Fig. 6.5.

Unfortunately, during preliminary testing, it was found that the connection between
the nozzle chamber and the chamber pressure piece got clogged. This could have been
the result of rust formation or the silver soldering blocking the pipe. Consequently, the
nozzle chamber pressure could not be measured in the following experiments. Alterna-
tives for future designs to avoid this problem are described in section 8.5.
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Figure 6.4: Exploded view of the thruster

(a) View A (b) View B

Figure 6.5: Fully Assembled Thruster

6.5. TEST SET-UP HARDWARE AND SOFTWARE
A clear understanding of how the test set-up hardware works and its limitations is cru-
cial for a successful experiment. In addition, code has to be developed for each instru-
mentation device. Fortunately, a significant portion of the Labview code for the rele-
vant instrumentation had already been produced by Versteeg [41] and is available on the
Cleanroom’s desktop. Thus, only case-specific adjustments had to be performed by the
author. In this section, all the hardware used in testing as well as how they are connected
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is explained.

Table 6.6: Experimental instrumentation overview

Component Function Reference
Cleanroom Desktop Read and save data, control

VTDC
-

PC Read and save data -
IFM PU5404 pres-
sure sensors

Measure inlet and ambient
absolute pressure

Datasheet G.1

Brooks Mass flow
sensors

Measure inlet mass flow Manual [42]

Thermowell and
MAX6675

Measure propellant tem-
perature

Online Guide
[43]

LSB200 Measure experienced load Datasheet G.2
Scaime CPJ Amplify LSB200 signal Manual 1

Nitrogen Feed Sys-
tem

Supply nitrogen to the
thruster at a controlled
pressure

-

VTDC Produce known force to
calibrate test bench

-

TB-50m Measures produced thrust
- NI USB-6008 DAQ Measure, process and

transmit data from sensors
to the desktop and PC

Online specifica-
tions2

An overview of the used hardware instrumentation is available in table 6.6. Addition-
ally, a concise schematic showing the location of the measurements is shown in Fig. 6.6.
The green blocks are thruster components, the blue blocks are the measuring hardware,
the yellow blocks are the computers used and the red ones are the hardware that con-
nects them to the sensors. The test bench in purple connects the nozzle and VTDC to
the load cell and the nitrogen feed system is white coloured.

6.5.1. CLEANROOM COMPUTER AND PC
In the cleanroom, an offline desktop is available for the conducted experiments. It has
been used throughout the years for instrumentation data acquisition from several dif-
ferent devices. Consequently, the electronics for the used instrumentation were already
set up and the author only had to become familiar with it. This consists mainly of USB
connections as well as a DAQ device integrated with a PCIe card. For an extensive look
and explanation of this setup, the work of L. Cramer [44] is recommended. Also, some
of the LabVIEW code was already available on the desktop and only adaptations to the
author’s case were needed. The instrumentation that is dealt with by the offline desktop
is the mass flow sensor, the power supply to the variable-turn density coil and the load

1SCAIME CPJ Manual
2NI USB-6008 DAQ Specifications

https://totalcomp.com/doc/manual/CPJ%20&%20CPJ2S%20Scaime%20Process%20User's%20Manual.pdf
https://www.ni.com/docs/en-US/bundle/usb-6008-specs/page/specs.html
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Figure 6.6: Schematic of the experimental hardware

cell.
Besides the cleanroom’s computer, the author uses its PC to acquire data. The pres-

sure sensors’ DAQ and the thermowell’s Arduino are both connected to the PC via USB.
Changes could have been made to use only the cleanroom’s computer. However, the
instrumentation was already functioning in the PC and any changes would take an un-
known time to execute and could even lead to unwanted modifications in other devices.

6.5.2. PRESSURE SENSORS

The pressure sensor is a device that measures the local pressure of the propellant. Pres-
sure is a fundamental parameter in the calculation of the expected thrust. Moreover,
by having two or more pressure readings, pressure losses suffered in that segment can
be determined. Consequently, two pressure sensors are chosen to incorporate the test
setup: one before the RAC and another at the end reading the nozzle’s pressure.

The pressure sensors were borrowed from the Meetshop and are both IFM PU5404.
The datasheet is available in the appendix G.1. They are connected to a NI USB-6008
DAQ that is then connected to the author’s PC via USB. The measuring range is from 0
to 10 bar with an accuracy of 0.5% and connections to the thruster are done via G1/4”
threads. Jacques Brenkman1, the Meetshop responsible, provided the Labview program
to simultaneously read both sensors. For all experiments, the measurement frequency
is set to 10 Hz.

The maximum operating temperature conditions is 90ºC and the main reason for

1J.A.Brenkman@tudelft.nl

mailto:J.A.Brenkman@tudelft.nl


6

76 6. EXPERIMENTAL DESIGN AND HARDWARE

wanting to thermally insulate them from the RAC which would experience higher tem-
peratures.

6.5.3. MASS FLOW SENSORS

The mass flow sensor is a device that measures the mass flow passing through. In the
cleanroom, this device is mounted at the end of the propellant feed system, just before
the last plastic tube. At the time of the experiments, two mass flow sensors were avail-
able:

1. Brooks 5850S Smart Mass Flow: Range from 0-2 ln/min of nitrogen (0-41.69 mg/s),

2. Brooks 5851S Smart Mass Flow: Range from 0-47.3 ln/min of nitrogen (0-860.83
mg/s).

The two mass flow meters measure different ranges. No information about the last
calibration is given for the two sensors. The measurement accuracy is 0.5% but, at lower
mass flow ranges than 20% of its full range, the sensor becomes more inaccurate [42].
Hutten [45] mentions that the Brooks 5850S mass flow sensor can not measure below
1% of its full range. This has been confirmed for both of the sensors.

Both sensors’ connection to the cleanroom computer are equal which facilitates their
change. They are connected to a DAQ device by a Printed Circuit Board (PCB) [11]. How-
ever, when making the change, the voltage read-out needs to be adjusted in the Labview
code since they are 0-5V and 1-5V respectively.

For this thesis, both mass flow sensors were used. The first, which has a lower range,
was used to measure the leak rate of the thruster. The second was used for the nitrogen
testing since the expected mass flow values were above the first sensor’s range.

6.5.4. THERMOWELL AND MAX6675 AMPLIFIER

The thermowell or thermocouple is a device capable of measuring absolute tempera-
ture due to the Seebeck effect. There are several types, each made with different metal
combinations.

A thermowell was added to the thruster after the RAC to measure the propellant’s fi-
nal temperature. However, no thermowells were available at the cleanroom or the Meet-
shop. Thus, a type-K thermowell was ordered from AliExpress at a 4.40€ cost. Despite it
being advertised as an M6 thread, it was a 1/4” thread. The typical maximum temper-
ature range for type-K thermocouples is at least 1000ºC which is way above the melting
point of aluminium. Unfortunately, not much information about the thermowell is given
by the vendor.

To use the thermowell, a thermocouple amplifier is needed. The used thermocouple
amplifier is the MAX6675 which was ordered from AliExpress as well at 1.65€ per piece.
The MAX6675 amplifies the voltage from the thermocouple allowing it to be measured
by the Arduino. Next, the code to read the temperature needs to be uploaded into the Ar-
duino. Lastly, wires connecting the Arduino and the MAX6675 are inserted. These steps
were performed according to the available online guide "Arduino: K-Type Thermocou-
ple with MAX6675" [43]. Fig. 6.7 shows what the thermowell setup looks like.
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Figure 6.7: Example of thermowell setup assembled [43]

The thermowell was set to read a temperature measurement per second. On the
other hand, the resolution is 0.25ºC and can not be changed. This is a result of the 12-bit
resolution of the MAX6675.

6.5.5. LOAD CELL AND SIGNAL AMPLIFIER
The load cell is a sensor that can measure the experienced force by outputting a related
voltage. The used load cell is the Futek LSB200 2 (Fig. 6.8a). The Futek LSB200 avail-
able online data sheet can be consulted in Appendix G.2. It is fed with 5V, has a 100g
capacity and, contrary to what the available datasheet states, has a sensitivity output of
1.0893 mV/V. Considering the data sheet, the combined uncertainty of the load cell by
calculating the root mean square is ± 0.15 g or ± 1.4715 mN.

The hardware connections from the load cell to the computer were already set for an-
other load cell compatible with this one. Only changes in the Labview code were needed.

The load cells were also different physically. Unlike the LRF400, the LSB200 has one
threaded hole in each side and is, therefore, secure by two M3 screws. One of the screws
is screwed into the load cell bypassing a threaded hole in the thrust bench, making a
physical connection with the thrust bench. The other screw is screwed into the load cell
but needs to be fixed somehow. Thus, a new support to fixate the load cell to the test
bench was needed. A new load cell support was 3D printed to fit precisely into a section
of a Boikon profile while also allocating for the screw that would connect it to the load
cell (Fig. 6.8a).

Another remark is that the zero of the load cell is highly sensitive to the position of
the load cell’s cable. Therefore, taping it down to avoid any movement and being careful
to not cause any changes is essential.

Like the thermowell, the load cell needs an amplifier so the NI USB-6008 DAQ can
read the produced signal. The SCAIME CPJ (Fig. 6.8b) is a sensor analogue conditioner
that can be used as a signal amplifier and was borrowed from the Meetshop. The signal
is amplified up to 10 V. The maximum load to be measured can be adapted to 10V, thus,
increasing the resolution of the measured thrust. This is done by selecting the correct

2Two load cells were initially available in the cleanroom: the Futek LRF400 and the Futek LSB200. The mea-
suring ranges are 100 mN and 1000 mN, respectively. Initially, the Futek LRF400 was the choice since it had
recently been used by Cramer [44] and the setup was done. Despite the expected thrust exceeding 100 mN,
by modifying the position of the load cell in the thrust bench, this problem would be surpassed effortlessly.
However, the author broke the load cell while trying to adjust it from its position.
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(a) Futek LSB200 and its support (b) SCAIME CPJ

Figure 6.8: Load cell and amplifier

sensor sensitivity. The calculation for it is presented in the SCAIME CPJ’s manual3 and is
as follows:

Sensitivity = max. load measured

load cell capacity
· load cell’s sensitivity. (6.1)

After the calculation, the user checks what jumper position has the value inside its
range and inserts it there. This selection procedure for this thesis’ experiments is ex-
plained in Section 7.1.1.

6.5.6. NITROGEN FEED SYSTEM

The feed system used in these experiments is the one available in the cleanroom (Fig.
6.9). Gaseous nitrogen is used due to its non-reactive properties, relaxing the needed
safety measurements.

Figure 6.9: Nitrogen gas feed system with components indicated [45].

3SCAIME CPJ Manual

https://totalcomp.com/doc/manual/CPJ%20&%20CPJ2S%20Scaime%20Process%20User's%20Manual.pdf
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The propellant is stored in a high-pressurized tank (200 bar maximum pressure). Af-
ter opening the storage tank, the nitrogen flows through a black pipe until it reaches
a high-pressure shut-off valve. Since it is a high-pressure pipe, the black pipe requires
caution. Next, a pressure regulator valve reduces the pressure from the bottle from 0-200
bar to 0-15 bar. The user can select the end pressure at this valve by rotating the valve.
The low-pressure gauge has a 0-15 bar range with 0.5 bar resolution. There is no infor-
mation about its accuracy, however, this is not a significant problem since the thruster
inlet pressure is being measured as well. A low-pressure shut-off valve follows, allowing
flow to reach the three selection valves. Depending on the pipe to be used, the correct
selection valve is turned on to allow flow. All the valves are operated manually. After the
selection valve, the mass flow sensor is placed. For the tests, only one branch of the feed
system is used with the mass flow sensor being switched depending on the experiment.
After the mass flow sensors, a plastic pipe guiding the flow to the thruster is connected
to the feed system via quick-connect.

The nitrogen tank is provided by the TU Delft Gassenteam. As soon as the nitrogen
tank pressure is not enough for the required experimentation, instructions to follow are
displayed on the feed system’s board.

6.5.7. VARIABLE TURN DENSITY COIL
The Variable-Turn Density Coil (VTDC), developed by Bijster [46] in 2014, is a force-
producing device used in test bench calibration (fig. 6.10). By creating a homogenous
magnetic field induced by electrical current, the magnet inside the coil suffers an accel-
eration and, therefore, produces force.

The relation between current and force was studied in the past by Versteeg and Pa-
padimitriou, achieving a 0.826 mN A−1 with 3σ confidence interval of ±0.006 mN A−1.
Takken [11] reported a 0.823 mN A−1 value when calibrating the TB-50m test bench. This
0.4% reduction could have been the result of human error, imperfect alignment or mag-
netic computer interference [11].

The coil is connected to a power supply, allowing for control of the induced current.
The power supply is then connected to the cleanroom’s computer. Consequently, the
induced current can be controlled via Labview and the main structure of the code was
already present.

6.5.8. TEST BENCH
For this thesis, the TB-50m is used as the test bench and its description is taken from
the Takken [11]. Despite suffering modifications throughout the years, the TB-50m main
concept has prevailed: a beam is mounted in a bearing, allowing it to freely rotated. The
thruster is mounted on one side while the load cell is set up and fixed on the other side.
Whenever thrust is produced, a force is produced to rotate the beam but since the beam
is fixed, a counter-acting force is produced and measured by the load cell. By knowing
the distance to the centre of both parties involved, the measured force can be translated
into the produced thrust.

The beam has numerous and consistently spaced M3 thread holes. This allows for a
firm instalment of the thruster via screws. Moreover, the LSB200’s threads are also M3
which simplifies the connection process to the test bench to require only one screw. This
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was not the case with the LRF400, which had a M5 thread.
The TB-50m test bench with the load cell and its structure and the Variable-Turn

Density Coil can be seen in Fig. 6.10. This is the test set-up for the first stage of the test
bench calibration. For a picture of the test bench with the thruster and all its instrumen-
tation, refer to the test bench calibration section.

Figure 6.10: TB-50m test bench with load cell and VTDC

6.6. SUMMARY
In this chapter, the design, manufacturing, and assembly of the experimental setup for
thruster testing are described in detail. The general requirements for the thruster are
presented, emphasizing constraints due to manufacturing and instrumentation limits.
Following these guidelines, the design rationale and manufacturing process of each com-
ponent was given. Lastly, the hardware used for the test setup was presented, explaining
the roles of the various instruments. A schematic was provided to illustrate the integra-
tion of these components within the experimental framework.

Regarding the chapter’s purpose:

• Comprehensive Understanding: It provides a thorough understanding of the ex-
perimental setup, from design to final assembly, crucial for replication or further
development.

• Guidance for Replication: Future researchers can use the detailed guidance on
design and manufacturing processes to replicate or build upon this research, avoid-
ing common pitfalls.

• Reference for Troubleshooting: Detailed component descriptions act as a refer-
ence for troubleshooting issues during experiments.

• Foundation for Further Work: The conclusions and recommendations provide
a foundation for future research, suggesting areas for improvement and guiding
further study.

By documenting the experimental design and hardware, this chapter aims to ensure
the reader can fully understand, replicate, and build upon this setup for future research.
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PRELIMINARY TESTS

Conducting preliminary tests plays a crucial part in validating the results obtained from
nitrogen testing. Consequently, calibration of the test bench to ensure a correct thrust
measurement and leak testing to quantify the mass flow losses through the system are
performed. The test procedures are described in the appendix H. The final step of pre-
liminary testing involves conducting an initial nitrogen cold flow test. This test verifies
that all equipment is functioning correctly and that data is being accurately recorded.
The results of this test are not displayed since its primary purpose is to confirm the sys-
tem’s proper operation before the actual test.

7.1. THRUST MEASUREMENT CALIBRATION
As mentioned, the produced thrust is measured indirectly by a load cell embedded in a
thrust bench. Thus, the relationships between the actual thrust and the load cell mea-
surements need to be defined. Moreover, ensuring the reliability and consistency of
these relationships is crucial for the accurate assessment and interpretation of experi-
mental results.

The procedure for the load cell calibration was taken from Takken [11]. Regarding the
test bench calibration, the procedure was inspired by the work of Verstegg [41], however,
it had to be slightly adapted since he used another test bench.

7.1.1. LOAD CELL
The LSB200 load cell is the first item to be calibrated. Since no previous mention of the
weight-voltage output relationship was found, establishing that is required to determine
the measured load.

The first step is to adjust the Scaime CJP signal amplifier. After connecting it to the
load cell, the signal amplifier is connected to the computer and the measured voltage can
be seen. By fine-tuning the relevant signal amplifier’s screws, the zero-load scenario can
be matched to zero voltage. Additionally, by repositioning the sensor sensitivity jumper
in the signal amplifier, the maximum load to be measured can be adjusted.

81
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Next, known weights are applied to the load cell in a vertical position and their volt-
age output is measured. Thus, this measure is performed at compression of the load cell.
These weights are available in a box inside the cleanroom and were weighted again with
the Mettler Coledo AG electronic scale (accuracy of 0.1 mg). In Fig. 7.1, the relationship
between output voltage and weight mass is shown which is irrefutably linear due to the
unitary R2.

Figure 7.1: LSB200 relationship between output voltage and mass load

By using a gravitational constant of 9.81 m/s2, the relationship between the weight
and the output voltage is:

FLSB200 = 23.066∆VLSB200 ±1.4715mN, (7.1)

where FLSB200 is the measured load in mN and ∆VLSB200 is the difference in V between
the measured voltage when a load is applied and when a load is not applied. The uncer-
tainty derives from the load cell data sheet only since the linear fit uncertainty is ignored
(lower than 0.01%).

The no-load voltage output does not have to be null, what matters is the voltage dif-
ference between the no-load and load case. For example, when the zero voltage is set as
the no-load scenario when the load cell is vertical, as soon as the load cell is positioned
horizontally (which is the case in the test bench), the no-load scenario will not have zero
voltage anymore. Nevertheless, the linear relationship between the output voltage and
the endured force remains the same.

7.1.2. TEST BENCH

After the load cell’s calibration, it can be added to the test bench, completing its assem-
bly. Since it was assembled with a new load cell, calibration is needed to understand the
effect that any produced thrust translates into measured thrust by the load cell. Thus, a
new relationship is studied: produced thrust versus measured thrust.

The calibration is performed by using the VTDC, introduced in subsection 6.5.7.
Takken [11] found that the coil overheats when maintained at 16 A or above for extended
periods. This limits the produced forced by the coil. Regarding the placement of the
coil, it was inserted as far as possible to the centre of the rotating beam but allowing the
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placement of the thruster at the edge. Consequently, the relationship between the coil
induced force Fcoi l can be related to the FLSB200 by:

Fcoi l = FLSB200
dLSB200

dcoi l
= FLSB200

175

117
= (1.4957±0.0077)FLSB200, (7.2)

where dLSB200 and dcoi l are the distances of the load cell and the coil, respectively, from
the beam’s rotating point. These were measured with a ruler several times on different
occasions to ensure correct measurement. The accuracy of these measurements is de-
fined as ± 0.5 mm since it is half the ruler’s smallest measurement. This gives an absolute
uncertainty of 0.008 which translates to 0.535%.

Considering the relation between load cell measured force and voltage, then the in-
duced force Fcoi l can be calculated by:

Fcoi l = 34.5∗∆VLSB200 ±
√

4.84+0.0315∗∆V 2
LSB200. (7.3)

For each calibration run, the software increases the current of the coil from 0 A to 16
A in 1 A steps with a duration of 20 seconds each. In the end, the current goes back to
zero. Compared to previous work, the step size has been increased (from 0.5 A to 1 A) as
well as its duration reduced (from 30 s to 20 s steps) to reduce the overall test time and
potential overheating of the coil.

A calibration run is only considered successful if the behaviour between force and
current is linear and the no-load voltage at the beginning and the end of the test does not
differ more than 5%. Returning to the previous no-load voltage indicates that the load
cell most likely did not suffer any changes in the no-load voltage throughout the run.
After each successful calibration run, it was noticed that the coil presented better results
if enough time (around 5 minutes) was given to cool down until the next test. Moreover,
usually, the first two or three runs of the day presented non-consistent readings.

Figure 7.2: Test bench with the thruster connected to its instrumentation on.
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Two calibration scenarios are tested: without (fig. 6.10) and with the thruster on the
test bench (fig. 7.2). The former evaluates the effect of the test bench on the load cell
measurement, while the latter evaluates the effect of the thruster on the thrust bench.
For each scenario, ten consecutive successful runs were executed before the cold flow
testing and after (so in total, 20 runs for each scenario).

When calibrating the test bench with the thruster, an appropriate counterweight po-
sitioned on the other side of the beam is fundamental. The thruster’s weight creates an
unbalance in the rod and the load cell, since it is a solid object, adjusts to this unbalance
by fully extending. Thus, the load cell reaches its maximum voltage reading and does not
capture any forces produced by the coil. In this case, solid copper bodies were used with
a total weight of around 1 kg to balance out the thruster.

(a) Voltage output throughout the experiment (b) Averaged voltage at each step

Figure 7.3: Example of successful calibration run without thruster on the test bench

In Fig. 7.3, an example of the data acquired in a successful calibration test without
the thruster on the test bench is shown. In the first image (Fig. 7.4a), the increase in
load is evident in the 20-second steps. After the time ends, the voltage returns near the
previous no-load case as desired. Additionally, noise is always present. Periods where
the noise increases are commonly related to movements in either the cleanroom or even
in the hallway. Nevertheless, when averaged out, the effects of the noise are removed
and a clear linear trend between the force and the voltage is found (Fig. 7.4b). From the
relationship, the value of the coil-induced force can be determined with equation (7.2)
and in this example is 0.8389 mN A−1.
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(a) Voltage output throughout the experiment (b) Averaged voltage at each step

Figure 7.4: Example of a successful calibration run with the thruster on the test bench

In Fig. 7.4, the data for a successful calibration with the thruster connected to all
the instrumentation on the test bench is illustrated. Compared to the previous case,
there is a clear increase in noise. The mass increase in the system probably led to the
amplification of existing noise. Despite the noise, when averaged out, the behaviour is
once again linear.

Table 7.1: Averaged calibration results before the cold flow test

Fcoi l Mean 95% C.I.
Thruster off (mN A −1) 0.8253 [0.8197, 0.8310]
Thruster on (mN A −1) 0.7926 [0.7856, 0.7997]

By using equation 7.3, the force theoretically produced by the coil in each test can
be determined. In table 7.1, the mean as well as the 95% confidence interval of the 10
calibration tests for each scenario before the cold flow test are presented. In the first case
(thruster off), the mean is close to the previously mentioned result of 0.826 mN A −1 and,
thus, no major effect is at play. After assembling the thruster and its connections into
the thrust bench, theoretical Fcoi l is reduced by around 4%. The confidence intervals
are undoubtedly small enough (around 2% width) to consider the calibration a success.

Despite the actual produced force by the coil staying the same, by adding the thruster,
the theoretical force produced by the coil is reduced. Consequently, the addition of the
thruster setup to the test bench affects the relationship between the measured and ac-
tual thrust by adding stiffness and/or friction. The stiffness ratio λ is:

λ= Fcoi l ,on

Fcoi l ,o f f
= 1.0413±0.01, (7.4)

where Fcoi l ,on and Fcoi l ,o f f are the theoretical Fcoi l with the thruster on and off the test
bench, respectively.

To sum up, the experimental thrust Fexp is calculated by:
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Fexp = FLSB200
dLSB200

dt
λ= 22.417∆VLSB200 ±

√
2.045+0.0541∆V 2

LSB200, (7.5)

where dt is the distance of the nozzle to the rotating point of the beam (187.5 mm).
After the cold flow testing, before disassembling the thruster and the test bench, new

calibrations of the bench were made to ensure that throughout the experiments the stiff-
ness ratio did not suffer any variations. The results are shown in table 7.2 and since the
results are undeniably close it is assumed that the calibration did not suffer noteworthy
alterations.

Table 7.2: Averaged calibration results after the cold flow test

Fcoi l Mean 95% C.I.
Thruster off (mN A −1) 0.8261 [0.8202, 0.8321]
Thruster on (mN A −1) 0.7936 [0.7852, 0.8020]

7.2. LEAK TESTING
Despite the presence of a mass flow sensor in the test setup, not all of the flow con-
tributes to the generation of measurable thrust. A portion of the measured mass flow
tends to escape through potential leaks within the system. Therefore, it becomes essen-
tial to identify and rectify these leaks. Minimizing the leaks to the greatest extent possible
is desirable. Subsequently, quantifying the leak rate becomes imperative to accurately
determine the actual mass flow responsible for generating thrust. In this section, the ad-
justments made to the thruster to reduce leakage are mentioned and the final leak rate
is quantified. The experimental procedures for leak testing were adapted from the work
of Versteeg [41] with small alterations due to different thruster components.

7.2.1. METHODOLOGY AND SETUP

After assembling the thruster, the nozzle is closed with a threaded steel cap with Teflon
tape to ensure leak tightness. Consequently, the thruster system is fully closed except for
unwanted leaks.

For leak finding, a soapy fluid (Electrolube DDF) is available in the cleanroom. If
there is a leak where applied, bubbles are visibly formed. It is useful to locate leaks but
can not be used to quantify leak rates. Thus, mainly used in the exploratory testing phase
to identify leaks to possibly repair them.

To quantify the mass flow leak rate, two different methods are used: the mass flow
sensor method and the differential pressure method [45]. These have been taken from
the work of Hutten [45]. The first method measures the leak rate directly with the mass
flow sensor. When the feed system is opened and the thruster’s pressure is kept constant,
the mass flow sensor reading is equal to the leak rate due to mass conservation. On
the other hand, the differential pressure method takes advantage of the ideal gas theory
assuming constant temperature:
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ṁLeak = ṗs
Vs

RT
, (7.6)

where ṁLeak is the leakage rate, ṗs is the change in thruster system’s pressure, Vs is the
volume of the closed system, R is the specific gas constant and T is the gas temperature.

Both methods have their advantages and disadvantages. Unlike the second method,
the main advantages of the mass flow sensor method are that the leak rate is measured
directly and it does not depend on any volume estimates. However, the first method
only allows leak rate measurement for one pressure value at a time while the differential
method determines it for a range of values in one go. Additionally, each method depends
on the accuracy of their sensors. For example, Hutten was unable to perform the mass
flow sensor method due to the leak rate being lower than the accuracy of the sensor [45].

Since both methods could be performed with the same setup, it was decided to per-
form the two simultaneously in the same test run.

7.2.2. EXPLORATORY TESTING
In the exploratory testing, several leaks were found. First, every threaded connection
between two pieces was a clear leakage point. Consequently, silver soldering was done
in stainless steel and steel connections and Teflon tap was applied in the threads related
to the RAC. Additionally, the thermowell connection was not leak-tight (Fig. 7.5b) and
was closed by applying an available fire sealant paste. The RAC itself exhibited a leak
between the inner cylinder and its cap (Fig. 7.5a). This was undeniably unexpected since
it had been welded together. No fix was performed on this leak since the fire sealant did
not work and was the only readily available option.

Regarding the mass flow sensor method, it was found that the leak mass flow rate
could be detected by using the Brooks 5850S Smart Mass Flow. Therefore, it was also
performed.

(a) Inner RAC leakage area - bubble formation (b) Thermowell leakage area

Figure 7.5: Leaks detected during exploratory testing - red areas

7.2.3. RESULTS AND DISCUSSION
The transient results of the final leak test are shown in Fig. 7.6. As can be seen, five
depressurization runs were performed at different starting and ending pressures. In ad-
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dition, the mass flow leak rate was measured at six different pressures. The ambient
pressure was measured with one of the pressure sensors and it had a constant value of
1.066 bar.

Figure 7.6: Leak testing pressure and mass flow results - pa = 1.066 bar

Every time the selection valve is opened, the mass flow sensor registers a peak read-
ing. This is expected since the high mass flow is the result of the huge pressure difference
between the thruster’s pressure and the feed system’s pressure. After that initial period,
the mass flow stabilizes as well as the inlet pressure. Whenever the valve is closed, the
pressure starts dropping as expected. The mass flow reading also instantly drops since
it is now reading the gas leaving the section between the valve and the mass flow meter.
This is not the leak rate mass flow since that section is also losing pressure. Moreover,
the mass flow leak rate increases with the increased system pressure which is expected.
Consequently, from a qualitative point of view, the results make sense.

Table 7.3: Mass flow sensor method results

Interval 1 2 3 4 5 6
Mass Flow [mg/s] 0.00 6.46 10.71 13.07 17.48 23.00

Abs. Pressure [bar] 1.07 2.65 3.58 4.06 5.05 6.10

The results for the mass flow sensor method are shown in table 7.3. Six different pres-
sure values were tested and their mass flow readings were measured. Next, the gathered
data was fitted into a first-order and a second-order polynomial:

ṁLeak = 0.1257∆p2 +3.9322∆p −0.006, R2 = 0.9998, (7.7)

ṁLeak = 4.5623∆p −0.4626, R2 = 0.9977, (7.8)

where ∆p is the difference between the system pressure and ambient pressure in bar.
Although both fits exhibit a good relation with the data, the second-order fit has an un-
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deniably closer leak rate to zero when the pressure difference is null which is expected.
Thus, the second-order fit is chosen.

Regarding the differential pressure method, the volume needs to be determined. The
thruster’s volume is 16.84 mm3 and was obtained from the CAD model and double-
checked by hand calculations. However, a section of the feed system is also within the
pressurized testing volume and that section had to be estimated since there was no rig-
orous information about the internal structure’s dimensions. This volume is estimated
to be 62.01 mm3. Therefore, Vs is taken as 78.85 mm3.

Five depressurization runs were done at different starting and ending pressures. In
theory, they should overlap and this is verified in all except the first one. A possibility is
that the leak increased with the first pressurization. Due to noise, the pressure data was
filtered with a low-pass filter of ten readings (equal to one second at a 10 Hz frequency).
Next, the pressure derivative was calculated with a finite difference method. Then the
data was fitted to a linear relationship to obtain the mass flow leak rate function. Of all
the runs, the one with the best fit is the last one which has the highest number of points
since it started at the highest pressure and depressurized completely:

ṁLeak = 4.4211∆p −0.4974, R2 = 0.9880. (7.9)

The other 3 runs with similar behaviour also had a linear coefficient between 4.3 and 4.4
mg/s/bar. Comparing this regression to the mass flow sensor one, they are similar and
the difference probably derives from the volume estimation process. To get the same
linear relationship, the volume would have to be 81.37 mm3 instead of the estimated
78.85 mm3 which is not far off. The second-order fit is not similar to the previous method
and the y-intercept is as far from zero as the first-order regression.

Due to its undeniably close fit to the data, the y-intercept being close to zero, and the
no use of a volume estimation, the second-order fit obtained from the mass flow sensor
method is used to estimate the mass flow leak rate. The main leakage source is regarded
as the RAC inner cylinder weld.

The results obtained from the final leak testing indicate an estimated mass flow leak
rate ranging from 7% to 8.5% when the chamber pressure is maintained at 3 and 6 bar,
respectively, with a chocked nozzle with 0.5 diameter throat. While the observed mass
flow leak rate appears relatively high compared to the findings and acceptable criteria of
previous works, it does not warrant the cancellation of cold flow testing. This leakage can
be factored into the theoretical predictions, ensuring that subsequent analyses account
for its influence on system performance.

7.3. CONCLUSIONS AND RECOMMENDATIONS
In this section, the conclusions for both preliminary tests are presented. Moreover, rec-
ommendations for better results and practices are given. First, the thrust measurement
calibration is treated, followed by the leak testing.

THRUST MEASUREMENT CALIBRATION
Regarding the load cell calibration, its calibration is a rather simple process and the re-
sults were irrefutably positive. The only recommendation is to build better vertical sup-
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port for the load cell as it would easily suffer position changes (thus, changing the voltage
offset) if the user was not careful enough. The datasheet shows a cylindrical support with
an M3 thread that would achieve this purpose.

The test bench calibration was a harder process due to the coil’s behaviour and the
stability of the load cell. Nevertheless, despite the noise captured by the load cell, good
linear trends were consistently captured, allowing for a successful calibration. Tapping
down all wires and building a stable load cell support was fundamental to achieving con-
sistent and repeatable results. Also, the return to the same zero-load voltage after the
calibration runs is crucial to the calibration process. If it does not occur, it means that
the system is not stable and the reason should be found and fixed.

Regarding recommendations, there are several. An alternative to the VTDC such as a
pulley system with known weights attached would be useful for calibrations. This alter-
native would remove the uncertainties caused by the VTDC heating and misplacement.
However, it would only be useful for tests outside the vacuum oven so another possibility
that could also cover all scenarios would be best. Moreover, improvements to the current
VTDC model could be made: replacing the mounting structure since the current shows
melting signals from overheating and creating a mechanism/procedure to assist with
the magnet. Lastly, changing the distances to the centre of the load cell, thruster and coil
could allow for an approximation of the magnitude of the expected thrust and the coil
force, increasing the calibration results extrapolation between the coil and thruster.

LEAK TESTING

The leak testing allowed us to identify the mass flow leak rate of the system by perform-
ing both methods described. Qualitatively, the results made are according to the expec-
tations. Regarding the numerical results, the mass flow sensor method result was chosen
due to its close fit to the data, null intercept and no volume estimate dependency. Nev-
ertheless, the linear fit of the differential pressure method is close to the other method.
Moreover, the method showed repeatability. If the first method was not possible, more
depressurization runs would be needed. Consequently, despite the not small leak value,
the leak testing was successful.

From the leak testing experience acquired from this work, some recommendations
are given.

First, reducing the components’ connection complexity is desirable. The choice of
aluminium for the RAC in this work posed challenges in achieving leak-tight connec-
tions, particularly with steel components. Only Teflon tape proved effective in ensuring
leak-proof connections and it is not a solution for laser tests due to its vulnerability at
higher operating temperatures. Welding aluminium also presented difficulties and even
resulted in the biggest leak. Moving forward, future laboratory models should priori-
tize materials that enable soldering or straightforward welding for seamless component
connections, enhancing overall system integrity.

Additionally, incorporating an extra valve between the thruster and feed systems is
recommended to facilitate more accurate volume estimation. However, this adjustment
should only take precedence if the mass flow sensor’s accuracy restricts that method’s
use.

These changes would lead to a leak tighter thruster as well as better estimates with
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the differential pressure method.



8
NITROGEN TESTING

It is relevant to have experimental data regarding cold flow testing to compare to the hot
flow scenario. Without it, it is not possible to attribute unexpected results solely to the
propellant heating process as these differences might be caused by other factors such as
defective components. By executing a cold flow test, the characteristics of the thruster
without heating are determined and can be then compared to the hot flow test, allowing
for more substantiated conclusions.

In this chapter, the cold flow testing with nitrogen performed is described. First, the
experimental approach is described. Here the test goals, success criteria, controlled vari-
ables the measured variables and their range are stated. Next, the test data is treated. For
example, the chamber pressure is estimated with the experimental data. Then, the test
results are presented followed by their analysis and comparison to the expected perfor-
mance. Finally, conclusions are drawn and recommendations are given. For the detailed
test execution, refer to the appendix H.

8.1. EXPERIMENTAL APPROACH
For this test, the thruster is set up on the test bench and connected to the previously
mentioned instrumentation (Fig. 8.1). The propulsion system will have fluid going through
without any heating. The nitrogen feed system valve is opened manually at a predefined
pressure, allowing flow to enter the thruster. This valve is not closed until all the mea-
sured parameters achieve constant values. This has been found to require approximately
30 seconds and the process is repeated five times for the same pressure to study repeata-
bility.

Calibration of the test bench has been performed previously to calculate the pro-
duced thrust from the measured load. Also, leak testing has been done to adjust the
measured mass flow to the one that escapes the nozzle. The mass flow sensor is switched
from the 5805S to the 5851 due to the need for a higher range.

The test objective is to gather data and analyze the system performance without any
propellant temperature increase. The performance is compared to ideal rocket theory
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Figure 8.1: Test bench with the thruster connected to its instrumentation on.

and the developed model from Takken [11]. If a hot flow test were to be performed, then
the data would be used for further comparison to the propellant temperature increase
case. However, since the laser facility is not accessible, that is not possible in this thesis.

Table 8.1: Nitrogen testing measured parameters

Parameter Description Location
ṁ Propellant mass flow At the feed system’s end
pi Inlet pressure In the inlet connection piece
pa Ambient pressure Cleanroom
Tc Propellant temperature Thermowell connection piece

FLSB200 Measured Thrust Load cell at the other side of the beam

The parameters to be measured and their respective measurement locations are listed
in table 8.1. By collecting these, the experimental thrust can be determined as well as the
theoretical predictions such as theoretical thrust and mass flow, allowing for comparison
with reality. The ambient pressure pa is measured by the pressure sensor before and is
assumed to stay constant during testing. This is considered valid since the testing takes
less than an hour, the ambient pressure reading in the cleanroom has stayed the same
for all the exploratory testing, and the inlet pressure reading during testing after closing
the valve reaches the same value. Regarding the chamber pressure, since unfortunately
the pipe got clogged, measuring it is not possible. Thus, an estimate will be performed.
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Table 8.2: Nitrogen testing experiment sets and expected values, pa = 1.066 bar and Tc = 15ºC

Test ID NT-1 NT-2 NT-3 NT-4
pi [bar] 3 4 5 6
∆p [bar] 0.35 0.42 0.49 0.55
pc [bar] 2.65 3.58 4.51 5.45

ṁ [mg/s] 121.8 164.6 207.3 250.6
F [mN] 45.0 68.2 91.3 114.7
Isp [s] 37.7 42.2 44.9 46.7

The four sets of experiments that will be carried out with nitrogen are shown in table
8.2. Additionally, the expected values for chamber pressure, mass flow and thrust are
presented. The pressure drop is estimated as described in section 8.3.1 and the chamber
pressure is predicted to allow for nozzle choking. The mass flow is determined by the
critical mass flow formula and subtracting the expected mass flow leakage as determined
in the previous chapter. Thrust and specific impulse follow from these parameters.

For a schematic of the test setup, refer to Fig. 6.6 of Chapter 6. The only independent
variable is the inlet pressure which can be adjusted in the feed system. The chamber
temperature is only influenced externally by the ambient temperature and the mass flow
sensor is in read-only mode.

The criteria to consider an experiment’s data meaningful is described in table 8.3.
It is mainly related to the precise measurement of the parameters at hand. These have
been inspired by the work of Hutten [45]. The term "constant" means variations lower
than 5% in the filtered measurements (due to noise, for example, with the load cell mea-
surements).

Table 8.3: Acceptance criteria for nitrogen testing

ID Description
AC-01 All parameters (except pa) from the table 8.1 are measured over time

through their respective sensors.
AC-02 The measured chamber temperature remains constant during opera-

tion.
AC-03 The measured inlet pressure remains constant during operation.

AC-03a The averaged inlet pressure is within 5% of the target.
AC-04 The measured mass flow remains constant during operation.
AC-05 The measured thrust remains constant during operation.
AC-06 The exhaust is choked at the nozzle.

Before testing, predictions regarding the results are made to ensure that the out-
comes during testing are logical and expected. Regarding the temperature, since no
heating is performed, small variations are expected and might not even be effectively
captured due to the thermocouple’s low resolution. With the inlet pressure increased,
it is expected that the measured mass flow and, consequently, the measured thrust in-
crease throughout the testing.



8.2. TEST RESULTS

8

95

Besides having five consecutive test runs at the same pressure, repeatability could
be more extensively tested by performing, for example, a second run after dismantling
and reassembling the whole experimental set-up. This was not performed due to time
constraints and after the first run, the author tried to fix the clogged section, altering
slightly the thruster. A small opening in the clogged part was managed by applying a rust
remover solution but not enough to succeed (with a 5 bar system pressure, the reading
of the chamber pressure only went from 1 to 1.3 bar).

8.2. TEST RESULTS
During testing, the gathered data appeared to act as expected and the overall experience
went without any mishaps. It took around half an hour to perform the experiments af-
ter setting up the thruster and the instrumentation, which took around another half an
hour, totalling an entire hour of work. The author was not bothered inside the cleanroom
but there was some movement in the floor’s corridor which is adjacent to the cleanroom.
In Fig. 8.2, the plot results from the NT-3 experiment run are shown. All four experiments
have the same plots qualitatively and, thus, the others are shown in the appendix I.

Regarding the mass flow plot (Fig. 8.2a), it exhibits a similar behaviour to the leak
testing. An initial peak after opening the valve is observed due to a significant pres-
sure difference which then attenuates into a constant value as the pressure difference
reduces. After closing the valve, the depressurization occurs faster than the leak testing
since the system is not closed. The inlet pressure shifts from ambient to set pressure
based on the valve’s status (Fig. 8.2b). The values stay undeniably constant. On the
other hand, the temperature does not change with the propellant flow, staying around
the ambient temperature (Fig. 8.2c). This has been previously explained as an expecta-
tion. The load cell output exhibits similar behaviour to the inlet pressure plot but with
a higher noise (fig. 8.2d). Thus, a low-pass filter is used to smooth the graph and a con-
stant load behaviour can be seen. After each thrust period, the no-load voltage returns
to the same level, confirming that the load cell is adequately fixed and steady. Consid-
ering the acceptance criteria, only the choked nozzle (AC-02) can not be verified from
the plots but will be verified next by comparing the ratio between the mass flow and the
chamber pressure throughout the tests.

The experimental data reveals a commendable level of repeatability across all trials.
Consistency in mass flows, pressure, and load cell readings was evident throughout the
five runs for each experimental set. Such repeatability is crucial in experimentation, sig-
nifying the reliability and precision of our procedures. It instils confidence in the credi-
bility of our findings and underscores the robustness of our methodology.

The measured values for each parameter are averaged out during the thrust periods.
The interval being averaged depends on the parameter. For example, for the mass flow,
only the last 10 seconds are averaged out since it is converging to a value and the initial
seconds would affect the actual mass flow. Regarding the others, the interval values are
adjusted to not contain the transition zones.

The only value of interest to average during the no-thrust periods is the load cell
voltage output. This is used to assess how the non-zero voltage fluctuates throughout
the experiment and to compute the difference to the subsequent thrust voltage zone,
thereby determining the generated thrust. As mentioned, it was verified that the no-
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(a) Mass flow (b) Absolut Inlet Pressure

(c) Temperature (d) Load Cell Output Voltage

Figure 8.2: NT-3 Results

load voltage remained fairly at the same level throughout the same experiment. The
NT-1 no-thrust average voltage is 3.466 V while the NT-4 is 3.501 V which is roughly a
1% difference. In addition to it being a small difference, since the thrusts are calculated
from the difference between the consecutive voltages of no-thrust and thrust periods,
the effect of the change in no-load is even smaller.

Table 8.4: Nitrogen testing averaged results and standard deviation, pa = 1.066 bar for all

ID ṁ [mg/s] pi [bar] Tp [ºC] Fexp [mN]
NT-1 104.6 ± 0.6 2.95 ± 0.05 14.99 ± 0.25 26.44 ± 1.62
NT-2 143.1 ± 0.8 3.93 ± 0.05 14.92 ± 0.25 44.04 ± 1.56
NT-3 181.3 ± 1.0 4.92 ± 0.05 15.11 ± 0.26 62.50 ± 1.64
NT-4 221.7 ± 1.1 5.97 ± 0.05 15.02 ± 0.25 82.34 ± 1.72

In table 8.4, the averaged results of each experiment and their standard deviations
are presented. The uncertainty is calculated by considering the instrument’s uncertainty
and the data’s statistical uncertainty. For example, the statistical uncertainty of the mass
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flow is always 0.3 mg/s but the mass flow sensor has a 0.5% rate measuring uncertainty
and, thus, the uncertainty is higher for higher mass flow values. For the temperature,
only the statistical uncertainty is used since no information regarding its measurement
uncertainty is given. Concerning the thrust, its uncertainty derives from the statistical
component as well as all the error propagation from the previous chapter’s thrust cali-
bration segment.

The absolute inlet pressure is within the acceptance criteria but always lower than
the goal. Its standard deviation is undeniably low. Regarding the mass flow sensor read-
ing, this increases along the experiments which is expected due to the higher pressure
and insignificant temperature change. Its standard deviation stays in the same range
and, therefore, is probably induced by the sensor’s accuracy. The experimental thrust
Fexp , calculated with the relationships developed in Chapter 7, also increases as ex-
pected. Its standard deviation stays in the same order of magnitude and is the conse-
quence of the already-mentioned noise. The temperature shows no considerable mean
variation throughout the whole testing process and the standard deviation is around the
instrument’s resolution. Lastly, the ambient pressure does not suffer alterations.

8.3. DATA ELABORATION
In this section, from the experimental data, calculations required to interpret the ac-
quired results are performed. First, the pressure drop is estimated considering the ex-
perimental inlet pressure and mass flow. Thus, a more accurate chamber pressure value
can be obtained. Lastly, the experimental mass flow result is adjusted considering the
mass flow leakage.

8.3.1. PRESSURE DROP ESTIMATION

Before calculating theoretical values, it is necessary to determine the chamber pressure.
This parameter is fundamental in the calculation of any nozzle performance model. Due
to its importance, the system was designed to measure it, however, as mentioned, the
pipe which connected the chamber to the pressure sensor got clogged. Thus, the cham-
ber pressure is estimated by calculating the nitrogen pressure drop after the inlet pres-
sure measurement location.

Due to the complex inner geometry of the thruster, it is not possible to theoretically
calculate the pressure drop. Similar situations require the use of CFD to accurately calcu-
late it. Consequently, the pressure drop estimation takes into account only the sections
in which the fluid flows through a straight pipe. Pressure losses due to, for example, area
expansion and contraction and bends are, therefore, not considered, making the estima-
tion a minimal pressure drop value.

There are four sections where the fluid flows in a straight pipe. The first is the straight
connection between the inlet connection piece and the RAC, right after the inlet pressure
measurement: 3.3 mm diameter and 7 cm length. The RAC ducts are the second part:
8 rectangular 1x0.5 mm ducts with 8 cm. The last two are the two stainless steel pipe
sections: the one after the RAC and the one after the thermowell connection piece: 1
mm diameter and 25 cm length section. The segment inside the thermowell connec-
tion piece that connects the two stainless steel pipe parts is not considered due to its
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relatively small length and high diameter, and due to its 90º bend, the fluid does not act
exactly like inside a straight pipe.

For each test run, the pressure losses in the four sections are calculated according
to the equations in the appendix E. The mass flow used is the adjusted mass flow (mea-
sured mass flow minus leak rate) and the density is obtained from the NIST Webbook
considering the pressure and temperature.

Table 8.5: Pressure drop estimate for each test

Test ID NT-1 NT-2 NT-3 NT-4
pi [bar] 2.95 3.93 4.92 5.97

∆pest [bar] 0.24 0.29 0.34 0.38
pc [bar] 2.71 3.64 4.58 5.59

Table 8.5 shows the calculated pressure drop for each test and consequent chamber
pressure estimation. The highest contributors to the pressure drop are the stainless steel
pipe sections due to their small diameter, resulting in higher velocities. The pressure
drop increases along the tests which is expected due to the higher mass flows and, con-
sequent, flow velocity. In addition, the chamber pressure is higher than 2 bar which is
the required pressure for nitrogen to achieve a sonic flow in the throat [5]. Consequently,
the AC-06 criteria of a choked nozzle is satisfied as long as the actual pressure drop is sig-
nificantly larger. Nevertheless, the AC-06 criteria can be checked by determining if the
ratio between the mass flow passing the throat and the chamber pressure remains the
same. This is checked in the next section.

8.3.2. MASS FLOW ADJUSTMENT

The mass flow going through the nozzle is a crucial parameter to determine the theoreti-
cal thrust according to IRT. However, the experimental mass flow data does not consider
the leak rate and, therefore, that calculation needs to be performed before discussing the
results.

Table 8.6: Experimental mass flow adjustment

ID ṁexp [mg/s] ṁl eak [mg/s] ṁad j [mg/s]
NT-1 104.6 7.9 96.8
NT-2 143.1 12.3 130.9
NT-3 181.3 17.0 164.3
NT-4 221.7 22.3 199.4

In table 8.6, the calculation process of the mass flow that arrives at the nozzle is pre-
sented. The experimental mass flow is the one measured by the sensor, the leak rate
mass flow is the mass flow that escapes the system which is calculated by the previously
experimentally established relationship (Section 7.2), and the adjusted mass flow is the
result of subtracting the leak rate to the experimental and is the one considered to arrive
at the nozzle.
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With the chamber pressure estimated and the adjusted mass flow, it is possible now
to investigate and discuss the obtained results.

8.4. DISCUSSION
In this section, the experimental results shown previously are analysed. First, the sys-
tem’s pressure drop is estimated initially to determine the chamber pressure. With the
chamber pressure estimation, the theoretical parameters are calculated according to the
ideal rocket theory and compared to the experimental. Their difference is justified by
findings in the literature. Lastly, the results are compared to Takken’s model predictions.

8.4.1. DISCHARGE COEFFICIENT
Now with the chamber pressure estimated, theoretical values such as theoretical mass
flow can be calculated. Consequently, one of the nozzle quality factors, the discharge
coefficient CD , can be calculated by comparison to the experimental. The discharge
coefficient is a relevant part of the thruster as it limits the mass flow and if known allows
for an improvement of the estimation tool.

Table 8.7: Theoretical and experimental mass flows

ID
Ret ,exp

[104]
ṁad j

[mg/s]
ṁth

[mg/s]
CD, I RT CD,Takken

NT-1 1.64 96.8 124.7 0.776 0.9711
NT-2 2.22 130.9 167.2 0.783 0.9752
NT-3 2.78 164.3 210.8 0.780 0.9779
NT-4 3.38 199.4 257.2 0.775 0.9798

In table 8.7, the mass flows relevant to the result analysis, the experimental Reynolds
number at the throat and the discharge coefficients are presented. The Reynolds number
at the throat is calculated with the adjusted experimental mass flow and the nitrogen’s
viscosity at the local theoretical pressure and temperature. Two discharge coefficients
are presented: CD, I RT is calculated by the ratio between the adjusted mass flow and
the ideal rocket theory prediction and CD,Takken is the one obtained from Takken’s tool
(Chapter 2).

The discharge coefficient is correlated to the throat Reynolds number. At low Reynolds
numbers (Ret < 105), the flow in the rocket motor becomes highly laminar, creating a
thick boundary layer in the nozzle throat and causing partial flow blockage [5]. As a
result, this blockage leads to a reduction in the actual mass flow compared to the the-
oretical value. The experimental throat Reynolds numbers are within the low Reynolds
range and, thus, the discharge coefficient is not expected to be unitary.

Before analysing the discharge coefficient, it is relevant to notice that the ratio be-
tween ṁad j and pc is roughly the same for the 4 experiments. This would not be the
case if the flow was not choked at the nozzle. In fact, in the preliminary testing, a run
with an inlet pressure of 2 bar (no choked nozzle) was conducted and the ratio was 15%
lower than the ones in the documented experiments. Consequently, the AC-06 criteria
(choked nozzle) is satisfied.
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From the table 8.7 data, the nozzle’s discharge coefficient remains in the 0.77-0.79
range throughout the experiments. From the literature, the discharge coefficients in the
nozzle are typically in the 0.9-1.0 range [5]. However, these values are typically from
nozzles with smooth converging sections and rounded nozzle throats which are known
to have a better performance as they avoid flow detachment [47]. For example, the value
predicted by Takken’s tool [11] is between 0.97 and 0.98 and uses a relation developed by
Johnson [48] and their nozzle is shown in Fig. 8.3.

Figure 8.3: Schematic of critical nozzle geometry studied by Johnson [48]

This thruster’s nozzle has been manufactured with a manual lathe by the author,
leading to a straight-cut throat (no rounding of any kind) and a rough surface converg-
ing section with 70º half-angle, significantly higher than the typical 30-45º [47]. Conse-
quently, the performance of the nozzle is expected to be more similar to what is known
in the literature as an injector or orifice plate - which regularly presents values in the
0.8-0.9 range. The nozzle manufactured does not belong in the smooth and rounded
converging nozzle class from which the relationship used by Takken derives. The differ-
ence between the experimental discharge coefficient and the one derived from Takken’s
tool is, thus, justified.

From the literature regarding orifice plates’ discharge coefficient, interesting behaviours
are found which are succinctly described below. For a more detailed discussion refer to
Appendix J.

As the throat length-diameter ratio increases, the discharge coefficient becomes more
invariant regarding chamber pressure with the lower pressure difference between the
chamber and the pressure values approaching the choked nozzle behaviour [49] [50].
Also, the higher the contraction ratio from the chamber to the throat, the lower the dis-
charge coefficient [49].

Also, for Reynolds numbers above 104, the discharge coefficient shows no depen-
dency on it [50], which is the experimental situation of this thesis.

Zandbergen [5] presents a way to calculate the discharge coefficient for injectors and
in this case yields a value of 0.82 which is not far off of 0.78-0.79 experimental value
obtained. Moreover, the discharge coefficient is higher than the estimated since the es-
timated pressure drop is a minimum value, possibly being closer to the 0.82 result. De-
spite this method being for incompressible flow, for thick orifices (high length-diameter
throat ratio) the incompressible flow discharge coefficient is similar to the compressible
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case according to the data in the literature. Thus, this estimation method provided by
Zandbergen appears suitable for a discharge coefficient prediction and is within a 5%
range from the experimental result.

8.4.2. NOZZLE FLOW QUALITY

The other quality factor at play is the nozzle flow quality, ξn , which is related to the thrust
coefficient CF :

ξn = CF, exp

CF, th
. (8.1)

In this case, this correction factor can be interchanged with the specific impulse quality
ξS since there is no combustion or heating (ξc = 1) [5]:

ξS = Isp, exp

Isp, th
= ξnξc = ξn . (8.2)

Consequently, it can be calculated with the following relationship:

Fexp = ṁad j Isp, exp g0 =CD ṁthξs Isp, th g0 =CDξs Fth . (8.3)

Table 8.8 shows the nozzle flow quality values for each test experiment. From the
data, the nozzle flow quality increases with the chamber pressure from 0.74 to 0.90.

Table 8.8: Nozzle flow quality ξIsp for the different tests

ID NT-1 NT-2 NT-3 NT-4
ξIsp 0.73 0.81 0.86 0.90

In the literature, the nozzle flow quality is usually related to the divergent part of
the nozzles where boundary layers form or the flow does not only have an axial velocity
component [5]. However, in this case, the nozzle only has a converging section and,
thus, the commonly used explanations can not be applied. Unfortunately, no relevant
information about the nozzle flow quality in orifices and injectors was found.
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Figure 8.4: [47]

Nevertheless, Rogers [47] investigated the effect of the length-diameter ratio of straight-
cut throats (Fig. 8.4). From the graph, L/D ratios above 0.4 have nozzle flow quality
factors around 0.9 which is the maximum value obtained in this experiment.

A possible explanation for the increase in the nozzle flow quality might be related to
the throat Reynolds number. Although it has been verified in the literature that it does
not affect the discharge coefficient, it might affect the nozzle flow quality. The higher
Reynolds number might result in a lower boundary layer formation after the flow reat-
taches in the nozzle throat which would result in higher velocities and, thus, higher spe-
cific impulse. However, this possibility needs to be taken cautiously as it is merely a
hypothesis not based on the literature. In addition, the Reynolds number only doubles
from the first to the fourth test which is not a significant change to cause such a differ-
ence in specific impulse quality.

Another possibility is related to the thrust bench calibration. The thrust bench was
calibrated using the VTDC which is limited to around 12 mN and the measured thrust
goes up to 82.3 mN. There could be the case that at higher force values the effect of the
thruster on the bench and its wires changes and no longer restricts the rotation of the
beam. Consequently, the produced thrust could be overestimated and, thus, the higher
specific impulse qualities appear.

8.5. CONCLUSION AND RECOMMENDATIONS
In this chapter, we introduced the experimental procedure with clarity and conciseness,
detailing the parameters to be measured, the independent variables and their planned
testing, as well as the acceptance criteria for a successful test. The subsequent section
presented the test results, including plots of the four datasets, which were commented
on qualitatively. The data qualitatively corroborated the expected outcomes.

In the discussion of the results, the pressure drop was estimated, and the choked flow
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in the nozzle was confirmed for the four inlet pressure values. However, the discharge
coefficient was found to be lower than anticipated. The constant value for this coefficient
throughout the experiments can be justified by experimental results for thick orifices in
the literature. Moreover, the compressible discharge coefficient theory for thick orifices
does not align with the experimental data, suggesting that for thick orifices, a discharge
coefficient estimate considering incompressible flow might be appropriate.

Regarding the nozzle flow quality, it was noted that its value increases with pressure,
but there is a lack of information on this topic in the literature, particularly for orifices.
However, it appears that the throat length-to-diameter ratio plays a significant role, as
indicated by the literature. A possible explanation for the variation in nozzle flow quality
could be related to the Reynolds number and boundary layer formation or the fact that
the thrust bench calibration does not cover the entire thrust range and, thus, overesti-
mates the measured thrust.

Several recommendations can be made based on the findings of this experimental
work:

• Chamber Pressure Measurement:

– It is recommended to measure the pressure directly in the chamber to avoid
the need for estimations. Thus, using, for example, stainless steel could avoid
the clogging.

• Nozzle Design Change

– The nozzle design could be changed to allow for a tube with a bigger inner
diameter for the chamber pressure measurement. This would make clogging
less likely.

• Thrust Bench Calibration:

– Modify the thrust bench calibration method to ensure it covers the entire
range of thrust measurements. This will provide more accurate and com-
prehensive data.

• Nozzle Manufacturing:

– Manufacture the nozzle using a CNC machine or consider outsourcing the
manufacturing process to avoid rough and high-angle converging sections.
This would likely improve the precision and performance of the nozzles.

By implementing these recommendations, future experiments can achieve more ac-
curate results and potentially uncover new insights into the behaviour of nozzles and
orifices under various conditions. These steps will also help in addressing some of the
inconsistencies and gaps identified in the current experimental setup and results.
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CONCLUSION

In Section 2.6, the author formulated four distinct research questions derived from iden-
tified research gaps in the existing literature. These questions served as the guiding
framework for the entirety of this thesis.

The first research question posed was:

Q1 Can the absorption of beam power be accurately modelled within a margin of 5%?

This question was addressed in the initial numerical chapter (Chapter 3). The chap-
ter began with a theoretical exposition essential for comprehending the developed pre-
diction models. Subsequently, three distinct methodologies were introduced. The au-
thor successfully developed algorithms that substantially reduced computational time
compared to standard ray tracing computations, particularly for the three geometries in
diffuse reflections and the cylindrical geometry in specular reflections. These optimized
models achieved accuracies in estimating the absorbed power within 1% and operated
approximately 20 times faster than the ray tracing method. Consequently, the research
question was successfully answered under these specified conditions. Moreover, for the
diffuse scenario, information regarding the spatial distribution of absorbed power is also
an output, allowing for the development of the FEM model. This was not possible with
COMSOL.

The second research question is:

Q2 How do the RAC and duct geometry change affect performance?

To answer this question, several steps were taken. First, in Chapter 3, the effect of ge-
ometry was studied regarding the beam power absorption: low aperture ratios, bigger
length ratios and lower cone ratios generally led to higher absorption. Then, in Chapter
4, the tools developed to investigate the influence of the geometrical aspects relative to
the other heat transfer mechanisms were presented. From them, optimization was also
possible and it was the topic of Chapter 5. In this chapter, the influence of length, diam-
eter, surface coating, and duct geometry were extensively studied. There is no straight-
forward answer to this research question since the impact of each variable varies a lot

104
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case by case. For example, the influence of length and diameter in the equilibrium tem-
perature depends on the surface coating ratio and the duct geometry depends on the
propellant flow regime.

The third research question is regarding the possible efficiency values:

Q3 What overall RAC efficiency values can be achieved?

Needless to say, the possible values to be achieved depend on the constraints imposed
by the mission requirements. However, by performing optimization in the case study
in Chapter 5, some efficiency values are presented. Overall efficiency, in this scenario,
ranged from 54% to 71% by simply changing the length from 5 to 10 cm. It was also
noticed that it was mainly the absorption efficiency that limited the result and this could
easily be improved by choosing a surface coating with a greater α/ε ratio such as black.
This change would result in RAC efficiencies above 90% and, therefore, values above 90%
are achievable.

The last research question is related to the experimental part of this thesis:

Q4 How does the experimental data relate to the prediction model?

Unfortunately, it was not possible to use the laser facility and, therefore, only cold flow
testing of the manufactured was possible. Consequently, only the nozzle prediction tool
developed by Takken was compared to the experimental data. The manufacturing pro-
cess is documented in Chapter 6 and the preliminary testing in Chapter 7. Finally, the
nitrogen cold flow testing results and discussion are the topics of Chapter 8.

The tests matched the expectations qualitatively with undeniable repeatability. Re-
garding numerical values, the prediction model was not successful in predicting the dis-
charge coefficient and the nozzle flow quality factor. However, this discrepancy emerged
from the difference in the manufactured nozzle and the nozzles used to determine the
correction factors. In fact, relevant literature that justified the experimental discharge
coefficient number and behaviour throughout the tests was presented as well as a pre-
dictive method for it. On the other hand, the behaviour of the nozzle flow quality could
not be explained due to the lack of literature.

From the experience gained throughout this thesis, several recommendations for fu-
ture work are given and are divided into numerical and experimental work. Concerning
numerical development, the main recommendation is to further develop the FEM model
by incorporating convective heat transfer and to create a user-friendly tool for it. Regard-
ing experimental work, future laboratory models should have design/material changes
that avoid clogging pipes and threaded connections. Moreover, an alternative to the per-
formed thrust bench calibration method to cover higher thrust levels would be valuable
to ensure that the relationship between generated and measured thrust is captured for
the whole testing range.

To sum up, this thesis work aimed to answer the previously established research
questions. The numerical work was able to successfully address the first three ques-
tions, demonstrating significant advancements in modelling beam power absorption,
understanding the impact of RAC and duct geometry on performance, and identifying
potential overall RAC efficiency values. However, the experimental work, despite consid-
erable effort, was unable to fully meet expectations due to limitations in facility access
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and manufacturing constraints. These restrictions prevented a comprehensive valida-
tion of the prediction models against experimental data. Moreover, at the end of each
chapter, recommendations and future work possibilities are presented. These are based
on the knowledge and experience gained from this thesis work.
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A
RAY TRACING SIMULATIONS

In this chapter, the ray tracing simulations performed in this thesis to determine the total
absorption in a cylindrical, conical and concylindrical cavity are presented. First, a guide
to recreating the simulation environment in COMSOL is described. Afterwards, justifi-
cation for the decisions regarding some of the parameters, for example, the number of
rays is explained.

Most of the information used to develop this has been taken from the COMSOL Man-
ual for the ray tracing model [1].

A.1. NUMERICAL SIMULATION SETUP
Below the modelling instructions to create the ray-tracing simulation model using COM-
SOL from scratch are presented.

To sum up, in the "Global Definitions" section, the user defines all the parameters
that require changes during the parametric sweep as well as other variables which ap-
pear throughout the simulation model, thus, making it easier to change. It is relevant
to note that the origin of the beam has been decided in such a way that it fits the aper-
ture. This has been done to decrease the number of input variables since it is probably
ideal for the design: a larger aperture would result in lower beam power absorption and
higher power loss due to radiation. Next, the user creates the cavity geometry which can
be a rectangle, a cone or a mixture of both according to the user input. Next, in "Geo-
metrical Optics", the user creates the beam and defines the previously defined geometry
as a wall with a specific absorption and reflection type. Also, ray termination criteria
are added: the bounding box is defined in a way such that rays that have left the cavity
at some stage are not considered anymore and the power threshold is defined in a way
that the sum of the rays terminated by it cannot exceed 0.01 W of power. These termina-
tion criteria reduce slightly the computational time and deviate at most 0.01 W, which is
0.01% of the total beam power, from the result without it. The user is guided on how to
set up the parametric sweep according to their interests. Moreover, the maximum length
and the step size used in the simulations are declared and these will be justified below.
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After the simulation is done, which might take several hours or even days depending on
the number of simulations the user defines in the parametric sweep and its computa-
tional power, how to extract the data regarding the total power absorbed, minimum and
maximum power density in a form of a table is explained.
Modelling Instructions

From the File menu, choose New.

N E W

In the New window, click Model Wizard.

M O D E L W I Z A R D

1. In the Model Wizard window, click 2D.

2. In the Select Physics tree, select Optics>Ray Optics>Geometrical Optics (gop)
and click Add.

3. Click Study.

4. In the Select Study tree, select Preset Studies for Selected Physics Interfaces>Ray
Tracing.

5. Click Done.

G L O B A L D E F I N I T I O N S
Parameters I

1. Fill in the parameter table with the data structure in table A.1.

Table A.1: Parameter Table

Name Expression Value Description
D 10 [cm] 0.1 m Diameter

LD 10 10 Length-Diameter Ratio
L LD*D 1 m Length
a AR*D 0.01 m Aperture

AR 0.1 0.1 Aperture Ratio
CC 0.1 0.1 Cone/Cylinder Ratio
γ atan((D/(2*CC*L))) 0.46365 rad Cone Angle

emi 0.1 0.1 Emissivity
α 5 5 Laser Angle

origin a/(2* tan(α∗π/180)) 0.05715 m Laser Origin
N_rays 1000 1000 Number of Rays

P_0 100 100 Laser Power

G E O M E T R Y
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1. In the Model Builder window, under Component 1 (comp1) click Geometry 1.

2. In the Geometry toolbar, click Primitives>Polygon.

3. In the Polygon dialog box, select Type>Open curve and fill in the Coordinates with
the information in table A.2.

Table A.2: Polygon coordinates table

Point 1 2 3 4 5 6 7
x (m) 0 0 L− D

2tan(γ) L L− D
2tan(γ) 0 0

y (m) a/2 D/2 D/2 0 −D/2 −D/2 −a/2

G E O M E T R I C A L O P T I C S ( GOP )

1. In the Model Builder window, under Component 1 (comp1) click Geometrical
Optics (gop).

2. In the Settings window for Geometrical Optics, locate the Ray Release and Prop-
agation section and in the Intensity Computation box select Compute power.

Release from Grid I

1. In the Physics toolbar, click Global and choose Release from Grid.

2. In the Settings window for Release from Grid, locate the Initial Coordinates sec-
tion.

3. In the qx,0 text field, type "-origin", and in the qy,0 type "0".

4. Locate the Ray Direction Vector section and from the list, choose Conical.

5. In the Nθ text field, type "N_rays". In the Cone Axis text field, type 1 and 0 for x
and y, respectively. In the Cone Angle text field, write "alpha*pi/180". From the
Sampling from Distribution list, choose Deterministic.

6. Locate the Total Source Power section. Choose Uniform Distribution from the
Intensity initialization and in the Psr c text field, type "P_0".

Wall I

1. In the Physics toolbar, click Boundaries and choose Wall.

2. In the Settings window for Wall, locate the Boundary Selection section and select
All Boundaries.

3. Locate the Wall Condition section and from the list choose Specular Reflection,
Diffuse Reflection or any other which fits your goal.

4. Locate the Absorption Coefficient section and in the Absorption coefficients text
field type "emi".
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5. In the Physics toolbar, click Attributes and choose Deposited Ray Power.

Ray Termination

1. In the Physics toolbar, click Global and choose Ray Termination.

2. In the Termination Criteria window, select from the list Bounding box, user de-
fined and fill the boxes according to table A.3.

Table A.3: Ray termination bounding box criteria

Parameter xmin xmax ymin ymax

Value −1.01×origin L×1.01 −D ×1.01 D ×1.01

3. In the Additional Termination Criteria part, select Power from the list and in the
Threshold Power type in "0.01/N_rays".

S T U D Y
Parametric Sweep

1. In the Study toolbar, click Parametric Sweep.

2. In the Settings window for Parametric Sweep, locate the Study Settings section
and click in the Add button.

3. In the table, enter the settings, for example, according to table A.4.

Table A.4: Parametric Sweep Settings

Name Value Unit
alpha range(5, 10, 45)
emi range(0.1, 0.1, 1)
AR range(0.1, 0.1, 1)
LD range(0.5, 0.25, 2.5)
CC 0 0.1 1

Step 1: Ray Tracing

1. In the Study toolbar, click Step 1: Ray Tracing.

2. In the Study settings window, select Specify maximum path from the Time-step
specification list and m from the Length unit list.

3. In the Lengths text box, write "range(0,60,60)".

4. In the Study toolbar, click Compute.

R E S U L T S
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1. In the Results toolbar, right-click Derived values and select Integration>Line In-
tegration

2. In the Line integration window, select the respective Dataset from your study and
choose Last from the Time Selection list.

3. From the Selection list, select All boundaries.

4. Locate the Expressions table, click Add Expression and select Model>Component
1 (comp1)>Geometrical Optics>Accumulated Variables> Boundary Heat Source
and from the options select Boundary Heat Source, Minimum of accumulated
variable and Maximum of accumulated variable.

5. In the Line integration window, right-click Evaluate and select New Table.

6. In the Table window, click on Export to export the table in the preferred format.

A.2. SIMULATION NUMERICAL PARAMETERS
The results of the simulation depend on the numerical steps the user defines. The rel-
evant aspects for this type of simulation are the number of rays, their maximum path
length and the step size.

NUMBER OF RAYS
To define the minimum number of rays Nr ay s needed for the simulations, the maximum
path length and its step size, a somewhat interactive method is required. It is important
to underline that although accuracy in the result is desired, the computational time re-
quired is also an important factor to take into account. To determine these parameters,
only a few cases were studied.

First, the minimum number of rays Nr ay s is determined for the specular case. For
this, it is relevant to use a maximum path length which is not a limiting factor in the sim-
ulation result. The biggest path length a ray can realistically cover is the diagonal of the
cylinder with the highest LD , in this case, 10, which makes the diagonal approximately
1.005 meters. Moreover, the lowest emissivity in the simulation range (ε= 0.1) produces
the most sensitive result and, therefore, is chosen for these runs. After 100 reflections in
a surface with ε = 0.1, a ray’s power diminishes to 0.0026% of its initial power. Conse-
quently, setting up the maximum length path to 100.5 meters is enough to isolate Nr ay s .
Next, regarding the angle and the aperture ratio, only the extreme cases were consid-
ered: 5° and 45°, and 0.1 and 1, respectively. Thus, only 4 scenarios for each geometry
are simulated and it was decided to test on both the rectangle and conical geometries.

The results for the study of the minimum Nr ay s in the rectangular cavity with spec-
ular reflection are presented in table A.5. The results of the conical cavity are similar in
trend. At Nr ay s = 1, the results might appear bizarre at first glance but they are equal
due to it being only one ray which has α = 0 and thus reflects back out the cavity after
one reflection. As Nr ay s increases, the accuracy of the result is expected to increase and,
thus, the 100k Nr ay s will be used as the real value and the relative errors were calculated.
Taking into account the relative errors and tsi m , the 1k value has been chosen as its max-
imum relative error is around 0.23% and the time difference compared to the low Nr ay s
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Table A.5: Simulation results and time vs. Number of Rays of rectangular cavity with specular reflection

Nr ay s 1 10 100 1k 5k 10k 100k
α= 5, AR = 0.1 10 96.375 78.824 78.289 78.462 78.503 78.475
α= 5, AR = 1 10 20.440 19.774 19.691 19.687 19.687 19.687

α= 45, AR = 0.1 10 97.775 91.684 92.546 92.675 92.739 92.734
α= 45, AR = 1 10 59.766 58.555 58.869 58.866 58.861 58.862

tsi m (s) 6 6 6 8 16 27 300

simulations is not as significant, which is relevant because a considerably huge number
of simulations are intended.

MAXIMUM PATH LENGTH
Now with Nr ay s determined, the maximum path length can be determined. The inputs
are the same as in the previous study and the value chosen will be the lowest which
does not change the value from the extreme path case. The scenario with the highest
maximum path length required is α= 5 and AR = 0.1 with 70 meters. Consequently, the
maximum path length chosen is 70 meters for the whole simulation. It appears that an
increase in path length is not as detrimental to tsi m as Nr ay s .

STEP SIZE
Regarding the step size for the simulations, several simulations with different values were
used but it seems to have no influence in the simulation results. In fact, COMSOL auto-
matically adjusts the step size throughout the simulation accordingly. However, the step
size highly influences the simulation run time. For example, the previous 4 simulations
combined take 1 minute with "range(0,0.1,70)" and 8 seconds with "range(0,70,70)".
Therefore, one can and should, if interested only in the numerical results, only insert
"range(0,70,70)" in the simulation path length text box. Having a smaller step size is
only beneficial if the user is interested in the ray tracing plots. The difference in time
might be caused by the process of storing the numerous plot images.
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B
2D SPECULAR RECTANGULAR

ALGORITHM

In this chapter, a developed algorithm to determine the percentage of beam power ab-
sorbed by a 2D specular rectangular cavity is described. Since for specular reflections,
the beams remain in the same plane, it can also be used for the 3D cylindrical cavity as
long as the beam is also axially symmetrical.

B.1. ALGORITHM
Consider a rectangular cavity with length L, diameter D , aperture size A and absorp-
tivity ε, as well as a beam with a diverging half-angle α0, origin o and total power P0.
Concerning the rectangular-shaped cavity, there is a smooth property which will allow
us to develop the algorithm. Due to it being only composed of horizontal and vertical,
the angle of incidence is preserved in such a way that it is always the initial angle α or its
supplementary. This allows us to "unfold" the several segments and form a continuous
line with the same slope as can be seen in Fig. B.1.

Figure B.1: Specular reflection of a ray with an arbitrary angle inside a rectangular cavity

Consequently, by knowing the horizontal and vertical distance that a ray travels until
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it leaves the cavity, it is possible to calculate the angle of such a ray:

t anα= dy

dx
. (B.1)

The roughest estimation one could make is to calculate the angle range where the
rays only hit the bottom surface and leave through the aperture. This will be denomi-
nated as the first-order approximation. It is trivial that the angle of zero is part of such a
range due to its null angle of incidence. The upper limit of this range φ is:

β= arctan
A
2

2L+o
, (B.2)

since it travels horizontally o to get to the aperture and 2L (travels the cavity back and
forth), and vertically A/2 since any value higher hits the top surface. Consequently, the
formula for this first-order approximation, for uniform power distribution, is:

Pabs = P0

(
1− β

α0
(1−ε)

)
. (B.3)

For a Gaussian distribution, it is necessary to calculate the power that is inside that range.
The approximation will be best in scenarios where the remaining angle ranges’ power is
highly absorbed such as high emissivity and/or high number of reflections or is small
such as low α0. It is important to note that β might be higher than α0 and in that case β
is replaced by α0.

To improve this approximation, it is possible to calculate the range in which there
are only two reflections. Considering the theory of specular reflection, this is the case
where the ray either hits the bottom and then the upper lateral and exists or hits the
upper lateral and then the bottom and leaves through the aperture. This translates to
the following equation:

tan
(
ψ1,ψ2

)= D ∓ A/2

2L+o
, (B.4)

since the ray travels vertically D (twice the upper half) and 2L +o similarly to the previ-
ous case. The ∓A/2 term is trivially needed to add to the vertical distance as it represents
the two extremes of the aperture. The second-order approximation is, in uniform distri-
bution:

Pabs = P0

(
1− β

α0
(1−ε)− ψ2 −ψ1

α0
(1−ε)2

)
. (B.5)

Again, there is no guarantee that the result of this equation is entirely inside the [0, α0]
range; ifψ1 is higher thanα0 then no angle range reflects only twice and the term is null;
if ψ1 is lower than α0 but ψ2 is higher then the latter is replaced by α0; if both are inside
the range there is no change to be made. Also, ψ1 is always higher or equal to β since
D ≥ A and, thus, no interference occurs.

By deriving the equations for the possible third reflections and so on, a pattern was
identified. Each pair of angles can be determined by:

tan
(
φi ,φi+1

)= aD ∓ A/2

2bL+o
, (B.6)
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where a and b are positive integers. The former represents how many times the ray re-
flects into the lateral areas, it can never travel non-integer values of D since it always
travels D/2 twice (for example, going to the upper lateral and coming back down the
middle). The latter is related to how many times the ray has reflected into the bottom
or top sides, it is multiplied by 2 since it has to travel an even distance due to there only
existing an aperture on one side.

The number of reflections of the range φi and φi+1 is calculated by a +2b −1. The
presence of the minus one in the equation is due to the fact that when exiting the cavity
there is no reflection. Therefore, for example, the angle interval where a = 4 and b = 2
has 7 reflections and it represents the scenario where the ray hits the bottom surface
twice and the lateral walls 4 times.

It is important to stress that, although the equations have solutions, it does not nec-
essarily mean that that particular range plays a part in the reflections. The equations
only tell us that, if there is such a type of reflection in this scenario, it would be within
this range but it does not grant that such a type of reflection in fact exists. This is the
result of the equation not taking into account the possible fact that the ray left the cavity
before. For example, consider there are two intervals A and B and the second is inside
the first, what happens then? The solution to this situation lies in the number of reflec-
tions. If the number of reflections of interval A is lower than B , then it means that the
range B had already left the cavity before continuing its reflections; thus interval B is
ignored and the interval A is considered as a whole with its number of reflections. If the
number of reflections of interval A is higher than B ’s then the interval A B is considered
to have the same number of reflections as A and the interval B remains untouched with
its respective reflection number.

Now that there is a clear understanding of the physics and a global equation (B.6)
that calculates the angle ranges, the algorithm can be developed.

This algorithm takes several inputs, including the geometrical properties of a cavity
(length, diameter, and aperture) and properties of a light beam (angle of incidence and
origin). Two important matrix variables are used: "Boundary" and "Reflection_Matrix."
"Boundary" is initialized with the range [0,α0] (whereα0 is the initial angle of incidence),
and "Reflection_Matrix" is initially empty. The purpose of this algorithm is to calculate
the ranges of angles and the number of reflections at each range as a beam reflects inside
the cylindrical cavity. The algorithm works as follows:

1. Calculates β and subtract the range [0,β] from "Boundary." Add this range to "Re-
flection_Matrix" with a reflection number of 1. This represents the first reflection
of the beam.

2. The algorithm enters an outer loop that continues until "Boundary" is empty. This
means that all possible ranges of angles have been accounted for in "Reflection_Matrix"
with their respective reflection numbers.

3. Inside the outer loop, a is initialized to 1. The inner loop calculates the range of
angles until a condition is met: it increments a until the calculated angle φi is
greater than the initial angle of incidence α0.
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4. For each calculated range of angles, the algorithm checks if there is an intersection
between this range and the ranges in "Boundary." If an intersection is found, it is
removed from "Boundary" and added to "Reflection_Matrix" with the appropriate
reflection number.

5. After the inner loop finishes, b is incremented, and the outer loop runs again. This
process continues until "Boundary" is empty, ensuring that all possible ranges of
angles and their reflections are accounted for.

In summary, this algorithm systematically calculates and records the ranges of angles
and the number of reflections of a light beam as it reflects inside a cylindrical cavity,
using the given geometrical and beam properties. It is a process of iteratively calculating
and updating ranges until all possible reflections have been considered.

It is relevant to confirm that there are no situations where an angle interval with
higher priority (fewer reflections) is overtaken by an interval with lower priority. Ex-
amining the inner loop, where b is constant and a is incremented, the intervals cannot
intercept due to the restriction D ≥ A so there is no problem; additionally, even if they
intercepted, since the algorithm considers the intervals in an ascending order of reflec-
tions, it would not be a problem. However, considering the outer loop, where b can have
different values, is not as trivial as the previous case to ensure that the situation does
not occur. In order to examine this, let us investigate if there exists an interception be-
tween two intervals with different a and b values but the same number of reflections;
such implies that:

a +2b = a′+2b′, (B.7a)

b < b′ ⇔ b′ = b +k =⇒ a = a′+2k (B.7b)

where a and b are coefficients of one interval, a′ and b′ of the other and k a positive
integer. The last implication derives from the combination of the two equations. If the
lower boundary of the first interval is higher than the upper boundary of the second
interval, then, the intervals do not intersect. In fact, this is the case:

aD − A
2

2bL+o
> a′D + A

2

2b′L+o
⇔

L [2kD(a +2b)− A(2b +k)]+o(2kD − A) > 0. (B.8)

The derivation was done considering the previous conditions. Consequently, there are
two main terms: one involving L and the other o. The former is always positive since
D ≥ A and the coefficient of the latter is also always positive. Consequently, for null and
positive values of o, the condition is true. However, o can be negative as far as −L to be
physically coherent. Nevertheless, in the extreme case where o =−L, the equation is:

L[2kD(a +2b −1)− A(2b +k −1)] > 0, (B.9)
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which is still true due to D ≥ A. Thus, it is proven that when the algorithm reaches the
region of the first interval again with a different b, this one has more reflections and thus
lower priority.

Consequently, the way the algorithm searches for the intervals never produces situa-
tions where low-priority intervals are chosen instead of higher-priority ones when these
share values.



C
VIEW ANGLE METHOD

In this chapter, a theoretical approach to calculating the percentage of beam power ab-
sorbed by a cavity is described in detail. In this case, the approach was explored for
the 2D rectangular and conical cases. Moreover, the difficulties encountered in this ap-
proach are mentioned as well as alternatives that might extend the prediction beyond its
limitations.

RECTANGULAR
Consider a rectangular cavity with length L, diameter D , aperture size A and emissivity ε,
as well as a beam with a diverging half-angle α0, origin o and total power P0. Regarding
reflection, for this algorithm, the surface is considered to reflect the ray equally in all
directions (Lambertian reflection).

Figure C.1: Probability of diffuse reflection inside a rectangular cavity
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Fig. C.1 illustrates the idea behind the whole algorithm. Consider a ray that hits
surface 5 at point P. The probability that it bounces back to surface i is related to βi ,
considering the distribution profile of a specular reflection. Therefore, as long as the
point where the ray hits a surface is known, it is possible to calculate its fraction losses. It
is relevant to note that probability and fraction are somewhat interchangeable terms in
this context: probability is suited if only one ray is reflected (it is the case in ray-tracing
software to decrease computational demand such as COMSOL) and fraction is suited if
the ray is split into several others equally spaced after the reflection and, thus, fractions
of the initial ray will go to all the other surfaces. For the sake of this algorithm, the latter
case is considered.

To simplify the explanation, let us consider the scenario where the beam does not
reach surface 3 in its first hit i.e. it only hits surface 5. Also, due to symmetry, it is only
studied the positive half of the angle interval. The height h (0 at the middle of surface
5 and with a positive sign upwards) at which a ray with angle α hits surface 5 can be
determined by:

h(α) = (o +L) tan(α). (C.1)

By knowing the height at which the ray intersects surface 5, it is possible to calculate
the view angle to other surfaces. For instance, the view angle from the first hit at surface
5 to surface 3 V53 is:

V53(α) = 1

2

1+ h(α)− D
2

L

√
1+

(
h(α)− D

2
L

)2

 . (C.2)

The rest of the view angles (V50, V52, V53,V54 follow similarly by geometry. Consequently,
it is possible to determine the fraction of the beam that goes to each surface. For in-
stance, the beam fraction that escapes after only one reflection f50 is determined by:

f50 = 1

α0

∫ α0

0
V50(α)dα, (C.3)

where the integral divided by the angle determines the average view angle to surface 0.

However, this form of view angles formula only allows us to calculate up to two ab-
sorptions since it does not provide information about where the second reflection occurs
which is crucial to identify the next view angles. Thus, a view angle formula which deter-
mines the distribution of the second reflection is required. For example, considering the
view angle V53 again, what we want to know is the distribution of the fractions along sur-
face 3 which means we want to know how the view angle changes in terms of d x (refer
to the coordinate system in Fig. C.1). It is possible to write V53 in terms of α and x:
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V53(α, x) = 1

2

1+ h(α)− D
2

(L−x)

√
1+

(
h(α)− D

2
L−x

)2

 . (C.4)

and to find the distribution in terms of d x, one just needs to derive the previous equa-
tion:

P53(α, x) = ∂V53(α, x)

∂x
. (C.5)

This method allows us to calculate the other view angle distributions P52, P53,P54. P50

is undeniably irrelevant since it does not reflect back into the cavity. Now, the beam
fraction which hits surface 5 and goes to surface 1 f51, for instance, can be calculated in
two ways:

f51 = 1

α0

∫ α0

0
V51(α)dα= 1

α0

∫ α0

0

∫ D−A
2

0
P51(α, y)d ydα. (C.6)

How can we now calculate, for example, f515, the fraction that hits surface 5, surface
1 and again to surface 5? We now have information about the distribution in terms of d y
that reaches surface 1, so the only aspect missing is a view angle formula that determines
the view angle to surface 5 for a point y in surface 1. Using geometry, it is trivial to reach
the following V15(y):

V15(y) = 1

2

(
sin

(
arctan

( y

L

))
− sin

(
arctan

(
y −D

L

)))
, (C.7)

and, thus,

f515 = 1

α0

∫ α0

0

∫ D−A
2

0
P51(α, y)V15(y)d ydα, (C.8)

gives the desired beam fraction. The rest of Vi j (xi ) can be determined geometrically as
well.

However, the same problematic situation appears, V15(y) gives us information about
the fraction that goes into surface 5 but nothing regarding the distribution of the rays.
Nevertheless, the solution is exactly the same: write the view angle formula taking into
account y2 (here we use another y to distinguish between the y of surface 1) and derive
it in order of y2:

V15(y, y2) = 1

2

(
sin

(
arctan

( y

L

))
− sin

(
arctan

( y − y2

L

)))
, (C.9)

V ′
15(y, y2) = ∂V15(y, y2)

∂y2
(C.10)

Consequently, for example, f5150 (fraction of the beam which reflects onto, in se-
quence, surface 5, 1, 5 and leaves the cavity) can be calculated by:
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f5150 = 1

α0

∫ α0

0

∫ D−A
2

0

∫ D

0
P51(α, y)V ′

15(y, y2)V50(y2)d y2d ydα. (C.11)

In general, the formula for the fraction of the beam that hits the surface z after reflecting
into n surfaces i , j ,k, ..., x, y is:

fi j k...x y z =
1

α0

∫ α0

0

∫ L j

0

∫ Lk

0
· · ·

∫ Lx

0

∫ Ly

0
Pi j (α, j )V ′

j k ( j ,k)...

V ′
x y (x, y)Vy z (y)d yd x...dkd j dα,

(C.12)

where L j is the length of the surface j and so on.
So far, the scenario where α0 is high enough to reach surface 3 has been ignored.

Nevertheless, there are not many changes in the process in that scenario. One needs to
deduce the view angle formulas of the form P3 j (α, y). Additionally, the boundary of the
dα integral needs to be changed. The angle where the separation occurs αs is:

αs = arctan

(
D
2

L+o

)
. (C.13)

The boundary of the dα integral when the fraction starts with a reflection on surface 5
instead of being 0 and α0 is 0 and αs and the boundaries when the fraction reflects on
surface 3 first are αs and α0.

From the general equation (C.12), it is clear that, to calculate a fraction which entails
n reflections, n − 1 integrals need to be calculated and all of the functions being inte-
grated are indirectly related, making it impossible to separate them in order to simplify
the integration process. Also, the functions are not trivial. Consequently, the calculation
process for each fraction becomes highly computationally demanding as the number
of reflections goes up. Moreover, the number of integrals increases exponentially: the
second absorption has 4 single integrals to calculate, the third absorption has 14 double
integrals and the fourth absorption has 416 triple integrals; and it gets worse ifα0 is high
enough to also have an initial reflection on surface 3. Consequently, it is irrefutably wise
to truncate the algorithm at some point and that point should be determined individu-
ally taking into account the computer used and the desired accuracy.

There are a few concepts that allow us to reduce the complexity of the calculation.
First, it is important to acknowledge that calculating, at each stage, the beam fraction
that leaves the cavity and, thus, is not absorbed entails fewer integrals than calculat-
ing each surface absorption. For example, to calculate the beam fraction which escapes
until the fourth absorption only 1 single integral, 2 double integrals and 10 triple inte-
grals. This is an irrefutable lower computational requirement compared to the previ-
ously mentioned 416 triple integrals. By knowing what amount leaves the cavity at each
stage, it is possible to calculate the amount that has been absorbed so far (which sets a
lower limit for the total absorption) as well as the maximum total absorption possible
(the scenario where the remaining power is all absorbed). Another aspect that reduces
the number of integrals needed is the fact that rays cannot go from surface 1 to surface
0 and surface 2 and equally from surface 2 to surface 0 and surface 1. For instance, the
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number of triple integrals would be 16 instead of 10 in the previous case. In addition, not
being able to escape the cavity directly after reflecting onto surfaces 1 and 2 requires that
those fractions are once again reflected inside the cavity and another absorption event
occurs. This allows the calculation of some of the beam fractions that suffer at least 5 re-
flections with a triple integral. To better illustrate, it is possible to calculate, for example,
f5151 with a triple integral only and that fraction is guaranteed to be absorbed again and,
thus, no need for quadruple integrals. With this information, the lower boundary can be
slightly increased and, therefore, reduce the estimation range.

Due to the increased complexity of using quadruple integrals and so forth, the algo-
rithm uses only up until the triple integral. As explained above, this allows us to calculate
the estimation range fully considering 4 reflections and some of the fraction that reflects
5 times. The difference between the lower and upper limits is the remaining power of
the rays still inside the cavity. After 4 reflections the remaining power is in the order of
(1−ε)4 which is undoubtedly only a concern in the low emissivity range. Therefore, the
higher the emissivity the smaller the estimation interval and, for high emissivities, it is
expected that the range is small enough to give a good estimate. However, for low emis-
sivity values, the lower boundary is certainly far from the upper boundary to provide any
good estimate. For example, with ε= 0.1, after 4 reflections, in the extreme scenario that
no fraction escaped the cavity, the total power absorbed would be at 34.39% (which is
the lower boundary) and the upper boundary would be 100%. Unless the cavity exhibits
a geometry which allows for a huge amount of rays to exit after 4 reflections, which is
already undesirable, the calculated range will not be small enough to provide any mean-
ingful insight.

In an attempt to fix the issue at low emissivity values, the Gebhart factors are used. In
fact, this might appear contradictory to the previous claim that the view factors can not
be applied to calculate the total power absorption from the start but the difference lies in
the distribution of the rays. In the beginning, the beam presents itself as a bundle of rays
with defined directions, nothing similar to a diffuse scattering from the opening, which
gives a proper and non-uniform distribution of the targeted areas. However, as the rays
reflect several times, the distribution of the reflections in the surfaces starts to, at least,
not look as concentrated as in the first reflection stage. Thus, it makes more sense to
consider that the remaining beam ray distribution is closer to a uniform distribution
(which is what the view factors consider). Nevertheless, there is no certainty that the
distribution converges to a uniform distribution (it probably does not), even more only
after 4 reflection steps. To sum up, this approach is not guaranteed to provide good
estimates but there is a reasonable justification to consider it at this stage.

The view factors Fi j are easily determined due to the simple geometry. The Gebhart
factors of surface i to surface j , Bi j , is calculated with:

Bi j = Fi jε j +
n∑

k=1
(1−εk )Fi k Bk j . (C.14)

In this case, we are interested in calculating the Gebhart factors to surface 0, whose emis-
sivity is unitary for calculation purposes. Due to symmetry, it is only required to solve
the B10, B30 and B50 system of equations since B10 = B20 and B30 = B40 due to symmetry.
Next, the average B(1,2,3,4,5)0 can be calculated:
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B(1,2,3,4,5)0 = (D − A)B10 +2B30L+B50D

D + (D − A)+2L
, (C.15)

and, thus, quantifies the ratio between the beam power that will leave the cavity and
the total beam power still present. Consequently, 1-B(1,2,3,4,5)0 is the percentage of the
remaining beam power which is absorbed. By multiplying the percentage with the re-
maining beam power and adding it to the lower boundary estimated previously, a new
estimation of the total power absorbed is made.

To sum up, the full algorithm will be explained. First, the inputs are the geometrical
characteristics of the rectangular cavity (length L, aperture A, diameter D) as well as its
emissivity ε, and the beam’s diverging half-angle α0 and its origin o. All the forms of the
needed view angle formulas Vi j and its derivatives Pi j and V ′

i j are provided. Then, αs

is calculated and if αs ≤ α0 surface 5 is the only surface where the beam reflects first,
whereas if αs > α0, then also the beam has a first reflection on surface 3 and the pos-
sible trajectories increases and more integrals need to be calculated. Either way, the
way these integrals are defined has already been explained thoroughly, only the number
increases. The beam fractions that leave after one, two and three reflections are calcu-
lated. Additionally, the beam fractions that have their fourth reflection in surfaces 1 and
2 are calculated (since we know that they will reflect a fifth time inside the cavity). Then,
B(1,2,3,4,5)0 is calculated considering the cavity’s geometry. Finally, the three outputs are
calculated. The maximum possible fraction of beam power absorbed by the cavity is:

Pabs max =
(
1− (1−ε) f1 − (1−ε)2 f2 − (1−ε)3 f3

)
, (C.16)

where fi is the beam fraction which leaves after i reflections. The fraction of beam power
which is guaranteed to be absorbed and, thus, the minimum:

Pabs min =
(

3∑
n=0

ε(1−ε)n

(
1−

n∑
i=0

fi

))
+ (1−ε)4ε f1+2, (C.17)

where f1+2 is the beam fraction that has its fourth reflection in surfaces 1 or 2. Lastly, the
Gebhart factor estimation is:

Pabs est = Pabs min +
(
1−B(1,2,3,4,5)0

)
(Pabs max −Pabs min) (C.18)

CONE
Consider a conical cavity with length L, diameter D , aperture size A and emissivity ε, as
well as a beam with a diverging half-angle α0, origin o and total power P0. Again, for this
algorithm, the surface presents Lambertian reflection.

Fig. C.2 illustrates the idea behind the algorithm as well as the numbering of the
surfaces and the coordinate system used. It is clear that there are similarities between
the conical and the rectangular case. In fact, the differences are the view angle formulas
V used, the numbering of the surfaces and coordinate system, and the view factors. For
example, the view angle from the first reflection to surface 1 is:
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Figure C.2: Probability of diffuse reflection inside a conical cavity

V31(α) = γ−arctan

 A
2 −h(α)

L− h(α)
tan(γ)

 , (C.19)

where γ is the cone half-angle:

γ= arctan

(
D

2L

)
, (C.20)

and h(α) is the height at which the ray intersects surface 3, similar to the concept in the
rectangular case:

h(α) = (L+o) tan(α)

1+ tan(α)
tan(γ)

. (C.21)

The beam fraction calculations follow the same principle as the rectangular case. In
this case, there is noαs as the beam always hits only surface 3 at the first reflection stage.
Due to the reduced number of surfaces, the integrals to be evaluated when calculating
the fractions that leave the cavity are fewer: 1 single integral for the fraction after the first
reflection, 1 double integral for the one after the second reflection and 5 triple integrals
for the one after the third reflection. Moreover, if someone would want to calculate the
integrals regarding the fraction that leaves after its fifth reflection it would only need to
evaluate 7 integrals instead of around 32 in the rectangular case. This makes the conical
scenario more suitable for further estimation improvement without compromising the
performance as much.

Regarding the Gebhart factor estimation, the only thing that changes is the view fac-
tor formula Fi j due to the different geometry. As the Bi j formula is identical, so not
much change is needed.
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To sum up, the algorithm essentially is the same with different view angle formulas
and view factors due to different geometry. Moreover, the reduced number of surfaces is
beneficial to reduce the computational effort required.



D
BEAM ABSORPTION RESULTS

In this chapter, relevant plots of the results of the explored beam power absorption in a
cavity in this thesis are presented. More precisely, the effect of each variable in the out-
come as well as the effect of surface reflection properties for all geometries is explored.

D.1. VARIABLE EFFECT

131
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(a) Effect of incident beam angle (b) Effect of surface absorptivity

(c) Effect of aperture ratio (d) Effect of length ratio

Figure D.1: Variable effect on total absorption percentage specular reflection of all geometries
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D.2. SURFACE REFLECTIVITY

(a) Effect of incident beam angle (b) Effect of surface emissivity

(c) Effect of aperture ratio (d) Effect of length ratio

Figure D.2: Variable effect on relative power absorption difference between diffuse and specular
surfaces in a cylindrical cavity
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(a) Effect of incident beam angle (b) Effect of surface emissivity

(c) Effect of aperture ratio (d) Effect of length ratio

Figure D.3: Variable effect on relative power absorption difference between diffuse and specular
surfaces in a concylindrical cavity
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(a) Effect of incident beam angle (b) Effect of surface emissivity

(c) Effect of aperture ratio (d) Effect of length ratio

Figure D.4: Variable effect on relative power absorption difference between diffuse and specular
surfaces in a conical cavity



E
CONVECTION - LITERATURE STUDY

In this chapter of the appendix, the convection section of the literature study [1] is pre-
sented as well as the pressure gradient calculations.

This chapter is a good starting point for the modelling of heat transfer in thermal
thrusters where a fluid is heated to a high temperature through convection. However,
it mainly focuses on open cavities related to indirect heating beam-powered thermal
propulsion thrusters. The book from Lienhard "A Heat Transfer Textbook" [2] is a good
source of information for heat transfer mechanisms and heat exchangers in general.
Nevertheless, some specific scenarios are not presented there and, thus, require the
search for information in the literature

First, the inner cavity convection losses are explored with mentions of relevant liter-
ature findings. Next, propellant convection, single-phase a two-phase flow, is explored.
Then, formulas to predict the outer convection losses from the literature are present as
well as their restrictions. Lastly, methods to calculate a propellant’s pressure variation
along pipes are presented.

E.1. CONVECTION
Convection is the heat transfer mechanism related to the transfer of heat between a
bounding surface and a fluid in motion or across the flow plane within the interior of
the fluid. When the fluid motion is caused by, for example, a pump or a fan, it is called
forced convection, and, when the fluid motion is caused by density differences due to
temperature differences, it is named natural convection [3].

Convection is governed by Newton’s law of cooling:

Qc = hc A∆T, (E.1)

where Qc is the rate of heat transfer, hc is the convective heat transfer coefficient, and
∆T is the temperature difference which depends on the situation [3]. The value of h can
vary drastically depending on several factors such as geometry and temperature, and it
can be calculated by:
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hc = Nu ·k

Ls
, (E.2)

where k is the fluid’s thermal conductivity, Ls is the characteristic length which depends
on geometry, and Nu is the Nusselt number [4]. There are several empirical relations to
calculate Nu which depend highly on the scenario.

The RAC will experience natural convection in its inner cavity and outer wall. On the
other hand, forced convection occurs inside the propellant tubes from the hot wall to
the fluid.

E.1.1. INNER CAVITY CONVECTION
The heating of the cavity leads to convection heating of the fluid inside the cavity. In
space, since there is a vacuum, this is no concern, however, on earth, this can only be
avoided by using a vacuum chamber. This subject is a great concern in solar cavity re-
ceivers of parabolic dish-receiver systems and solar power tower [5] [6] and several for-
mulas have been established with experimental and numerical data [7] [8]. However,
most of the studies focus on downfacing angles as its the main situation in those sce-
narios and the formulas are not usually exact with margin errors of 50% [8]. The most
relevant and simple conclusions from research are that the convection loss is highly de-
pendent on the angle of the opening, the loss increases with the increase in the aperture
and outer diameter ratio, and higher inner wall temperature [7].

A recent paper by Wang K. et al. performed a numerical study on the natural con-
vective heat loss of an isothermal upward-facing cylindrical cavity [9]. In the paper, AR
corresponds to the opening ratio, φ to the angle (-90° means upward and 0° means side-
ways opening), Qc the convection heat loss and Tw to the inner temperature. Regarding
the effect of the inner temperature, there is a linear relationship between Tw and Qc and
the slope diminishes with AR decrease (fig. E.1a Natural convection heat loss is maxi-
mum at around -30° and is minimum at -90° which is explained by the higher velocity
of inflow and outflow of air into the aperture (fig. E.1b). Finally, concerning AR, it is
clear that lower values lead to lower natural convection losses as the decrease in area
obstructs the natural air flow (Fig. E.1c).

From the results, an empirical relation to estimating Qc in an open cylindrical cavity
has been established. The Nusselt Number is calculated by:

NuD = 7.26×10−5Gr 0.3533[4+ cos(φ+30)]5.8632
(

Aap

Acav

)1.0266

, (E.3)

where Aap is the aperture’s area, Acav is the heat transfer area (in this case, the cavity’s in-
ner wall), and Gr is the dimensionless Grashof number (ratio of the buoyancy to viscous
forces acting on a fluid) and is calculated by:

Gr = g0βρ
2(Tw −T∞)D3

µ2 , (E.4)

where g is the acceleration of gravity, β the fluid’s thermal expansion coefficient, T∞ the
air’s surrounding temperature, and D is the cylinder’s diameter. Then the total heat loss
by convection Qc is:
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(a) Tw for different AR and φ values. (b) φ under different AR at T w = 673 K

(c) AR under different φ at Tw = 1143 K

Figure E.1: Variations of Qc for a cylindrical cavity in different conditions [9].

Qc = hc Acav (Tw −T∞) = NuD k

D
Acav (Tw −T∞). (E.5)

It is relevant to mention that these equations are valid for −85° ≤φ≤ 0°, 0.50 ≤ AR ≤
1.0, and 7.82×105 ≤Gr ≤ 1.94×106. About 98.1% and 76.2% data points fluctuate within
±20% and ±10%, respectively, which indicates that the prediction accuracy of the corre-
lation is fairly satisfactory [9].

Regarding conical-shaped cavities, there appears to not be much research available
especially in upward-facing angles with no wind conditions. However, Jilte R. et. al [10]
performed natural convection loss simulations with sideways as well as downward an-
gles with several types of geometry, including cylindrical and conical shapes, in two dis-
tinct cases. In the first one, the heat transfer area was the same for all geometries, and,
in the second one, the aspect ratio was equal (in this paper, defined as the ratio of the
cavity’s length and its aperture diameter). From the results displayed in figures E.2a and
E.2b, it is clear that the conical-shaped cavity is always the shape with the lowest con-
vection loss. Thus, with the assumption that this relative trend remains in upward-facing
angles, the cone has lower convection heat losses than the cylinder. It is relevant to men-
tion that, in this paper, the aperture ratio is unitary and an alternative value could pos-
sibly result in a different relation between the two geometries. From the data, a possibly
fair estimate for the conical scenario seems to be calculating the convection loss with
Wang K. et al. method [9] for a cylinder with an equal heat transfer area.
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(a) Case I - Equal heat transfer area (b) Case II - Equal aspect ratio

Figure E.2: Convection heat loss for different geometries [10].

Takken A. [11] and Leenders H. [12] used a correlation method developed for open
cavity receivers by Paitoonsurikarn S. et al. [13]. Despite being valid for conical and
cylindrical shapes, it is only valid for side-ways orientation. Nevertheless, from Wang K.
et al. [9], more specifically fig. E.1b, the side-ways condition tends to result in a slightly
higher convection loss and, thus, the method might determine a maximum loss value.

E.1.2. SINGLE-PHASE PROPELLANT CONVECTION
The heat transfer from the wall to the fluid is the main principle of the RAC and, thus, it
is undeniably important concerning its performance. The wall’s temperature Tw can be
considered somewhat uniform throughout the propellant flow due to its high thermal
conductivity [2]. Thus, from [2], the convective heat transferred Qc as well as the final
temperature, follow this relation:

Qc = h̄ A
(Tp, f −Tp, i )

ln
(

Tp, f −Tw

Tp, i−Tw

) = ṁcp (Tp, f −Tp, i ), (E.6)

where h̄ is the mean convective heat transfer, A is the surface area, Tp is the propellant’s
temperature, ṁ is the mass flow, cp is the propellant’s specific heat capacity, and the sub-
scripts i and f refer to initial and final conditions, respectively. The logarithmic mean
temperature difference is present due to the decrease in the difference between the tem-
peratures of the propellant and wall along the duct. A rearrangement of equation (E.6)
leads to:

Tp, f −Tp, i

Tw −Tp, i
= 1−exp

(
− h̄PL

ṁcp

)
, (E.7)

where A was substituted by the multiplication of the tube’s length L and its cross section’s
perimeter P to illustrate better their influence.

It is clear that h̄ highly influences the convective heat transfer and, from equation
(E.2), it is dependent on the Nusselt number. However, before going directly to its for-
mula, the Nusselt number depends on several variables which will be examined first.
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Reynolds Number

The Nusselt number depends on the propellant’s flow type: laminar, transitional or
turbulent. That flow’s characteristic is determined by the dimensionless Reynolds num-
ber Re which is the ratio between inertial forces to viscous forces, and it is given by the
following equation:

ReD = ρuD

µ
= 4ṁ

Pµ
, (E.8)

where ρ is the density, u is the velocity, D is the diameter, µ is the dynamic viscosity and
P is the perimeter.

Laminar flows are described by Reynolds numbers below 2300 whilst turbulent flow
from Reynolds numbers of 10000 [2]. Turbulent flow has higher convection heat transfer
than laminar flow and, thus, achieving that regime might be beneficial and can be done
by increasing mass flow or diminishing the duct’s perimeter. However, the propellant’s
velocity can not be too high as it can experience what is called water-hammer. Zandber-
gen [4] presents a formula to calculate its upper limit:

umax = 175

(
1

ρ

)0.43

. (E.9)

Thermal entrance length and Prandtl Number

Another Nusselt number dependency is if the flow regime is fully developed. The flow
can be hydro-dynamically developed (the velocity profile is constant along the duct) and
thermally developed (the temperature profile is constant along the duct) [2]. It is impor-
tant to notice that the flow can not be thermally developed without hydro-dynamical
development.

The thermal entrance length is the section at the start of the pipe where the flow is
not thermally developed and, therefore, the temperature profile is not constant, caus-
ing variations in the Nusselt number. For laminar flow, the thermal entrance length xet

formula at a uniform wall temperature is [2]:

xet

D
= 0.034ReD Pr, (E.10)

where Pr is the dimensionless Prandtl number which is the ratio between momentum
diffusivity and thermal diffusivity [3]:

Pr = µcp

k
. (E.11)

Regarding turbulent flow, there is no gratifying general equation for the thermal en-
trance length but it is generally accepted that it does not depend on the Reynolds num-
ber for enough large Prandtl numbers. Bergman T. et al. [14] provide a fair estimate:

xet

D
= 10. (E.12)
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Generally, the convective heat transfer is higher at the entrance region and the equa-
tions for the Nusselt number are averages throughout the whole pipe which take into
account said region [14]. In an isothermal pipe, when the fluid is fully developed the
Nusselt number is equal to:

NuD = 3.657. (E.13)

Consequently, the formula for NuD is expected to converge to this value (from higher
values) as the thermal entrance section becomes relatively smaller than the duct’s length.
In 1956, Sellars, Tribus, and Klein solved the problem of the constant wall temperature
proposed by Graetz and discovered there is a useful dimensionless number to take into
account the effect of the thermal entrance section - the Graetz number Gz - which is
calculated by [2]:

Gz = ReD Pr D

L
, (E.14)

where D is the duct’s diameter and L is the length.

Hydraulic Diameter

The previous equations were all based on circular ducts and the Nusselt number is
affected by the ducts’ geometry. Nevertheless, all the previous thought process is still
valid but the equations need to be adjusted. The hydraulic diameter Dh can be used to
approximate the heat transfer coefficients in non-circular pipes [2]:

Dh = 4A

P
. (E.15)

The results from this substitution in all the previous relevant formulas are usually within
±20% and often within ±10% and the worse results are generally present in sharp angle
geometry such as acute triangles [2]. This accuracy can be improved by applying specific
geometry equations that can be seen in [3].

Channel Layout

From previous work [11] [12] [15], the choice has been mainly between two different
channel layouts: linear tubing or spiral tubing. In fact, this property influences as well
the Nusselt number [4]. For its conical cavity, Leenders H. used linear tubing [12] while
Takken A. chose spiral for its cylindrical cavity [11].

For the same cavity’s length, spiral tubing has the advantage over linear tubing since
it can increase its contact length. This increase in length can be varied as the spiralling
angle can be changed. Furthermore, Rohsenhow W. et al. mention that spiral flow has
a higher heat transfer due to a secondary flow induced by the presence of centrifugal
forces. Consequently, spiral tubing is widely used in industry [3].

Surface Roughness
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When the surface of a pipe is rough enough, it can disturb the thin layers of fluid
near the surface that affect how heat and momentum transfer between the fluid and
the pipe wall. As the fluid flow’s Reynolds number increases, the thin layer closest to
the surface becomes even thinner. At a certain point, the roughness of the pipe wall
becomes more important than this thin layer, and the friction between the fluid and the
wall is mainly determined by the size of the roughness compared to the pipe diameter
[2]. This is described by the roughness Reynolds number equation:

Reϵ = ρϵu∗

µ
, (E.16)

where u∗ is the friction velocity and ϵ is the material’s roughness. The roughness Reynolds
number tells us whether the roughness on the surface of the pipe will affect the friction
and heat transfer between the fluid and the pipe. If it is less than 5, the pipe is consid-
ered to be hydraulically smooth; if it is greater than 70, the pipe is considered to be fully
rough; and if it is between 5 and 70, the pipe is in a transitional state [2]. There are estab-
lished relationships in scientific literature to predict the heat transfer [16] and friction
properties [17] for fully rough pipes.

When the surface of a pipe is rough, it can increase the amount of heat transferred
between the fluid and the pipe wall. However, it also increases friction, which results in
higher pressure losses [2].

Nusselt Number equations

As all the vital characteristics influence the Nusselt number in the relevant scenario,
it is possible to present the equations that calculate it. Several fluid properties like viscos-
ity and density depend on the fluid’s temperature and, therefore, they should be taken
at meaningful temperatures. The most appropriate temperature is the mean tempera-
ture between the fluid’s initial and final temperature, however, the final temperature is
not initially known. Consequently, a strategy can be to take the properties at the mean
temperature between the propellant’s initial temperature and the wall’s temperature and
calculate its final temperature. Another possibility is to use only the initial temperature
as a reference. After getting the first final temperature value, performing at least one iter-
ation is recommended through the same formulas again with the properties at the fluid’s
mean temperature since now there is an initial estimate for the final temperature’s value.
Through several iterations of this method, the final temperature value should converge.

Concerning laminar flow in linear ducts, for an isothermal wall, the Nusselt number
is calculated by [2]:

NuD = 3.657

tanh
(
2.264Gz− 1

3 +1.7Gz− 2
3

) +0.0499Gz tanh
(
Gz−1) (E.17)

As the length increases, the Graetz number tends to zero and the Nusselt number tends
to 3.657 as expected previously.

In regards to turbulent flow in linear ducts, the Gnielinski equation is the most widely
used [18] and is valid for a wide range of values. In fact, this range is not consensual as
different sources state different ranges. A recent source by Lienhard J. et. al [2] mentions
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the range to be 2300 ≤ ReD ≤ 5×106 and 0.6 ≤ Pr ≤ 105. However, the original Gnielinski
equation does not take into account the thermal entrance region which can be crucial at
small duct lengths. Taler D. et. al [19] modified the equation usefully by multiplying the
original with a term that tends to one as the length increases:

NuD =
(

fDB
8

)
(ReD −1000)Pr

1+12.7

√(
f
8

)
(Pr

2
3 −1)

(
1+

(
D

L

) 2
3

)
. (E.18)

where fDB is the dimensionless Darcy-Weisbach friction factor whose calculation is ex-
plained further in section E.2.

Regarding flow in spiral tubes, Ferreira [20] gathered for his thesis a collection of use-
ful formulas for the Nusselt number. Later, Takken [11] also uses the same equations. It
is relevant to understand that each formula is applicable within its defined conditions.

E.1.3. TWO-PHASE PROPELLANT CONVECTION

Under certain conditions, the liquid may reach its saturation point and undergo flow
boiling, resulting in a two-phase mixture of liquid and vapour. In this scenario, heat
transfer occurs through both convective heat transfer and nucleate boiling and the heat
flux is primarily used for evaporation [21]. The extra interaction between two different
fluid phases usually leads to a higher convection heat transfer [2]. In fig. E.3, it is possible
to visualize the different flow patterns in a two-phase boiling flow.
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Figure E.3: The development of a two-phase flow in a vertical tube with a uniform wall heat flux (not to scale)
[2]

Several equations have been developed to predict heat transfer in this case. However,
in the literature, the majority studies the constant wall heat flux scenario. For example,
Lienhard J. et al. [2] calculate the heat transfer for the nucleate boiling dominant and the
convective boiling dominant cases and choose the biggest; the equations depend on the
dimensionless boiling number which depends on the wall’s heat flux.

The boiling curve of water at 1 atm can be seen in fig. E.4. Boiling curves allow us to
determine in which type of heat transfer regime the flow is considered the temperature
difference between the fluid and the wall.

Figure E.4: The boiling curve of water at 1 atm and various heat transfer regimes [21]
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Additionally, the heat transfer regime determines the set of equations to estimate the
heat transfer process [21]. For instance, regarding film boiling, which is certainly the
case when the propellant is hydrogen, Massoud M. [22] suggests the Dougal-Rohsenow
correlation:

h = 0.023
k

D

(
Re

ρg

ρ

)0.8

Pr 0.4. (E.19)

Concerning spiral ducts, there seems to be a lack of trustworthy correlations in the
literature. Consequently, the linear case is used.

E.1.4. OUTER WALL CONVECTION

With the RAC’s outer wall having a higher temperature than the surrounding medium,
natural convection also occurs which induces energy losses. The geometry, as usual,
also influences the amount of heat lost by convection of the outer wall [3]. Unfortu-
nately, no information was found regarding outer convection loss in open cavities, only
closed surfaces. Nevertheless, these closed surface formulas can give an irrefutably use-
ful approximation which is better as the aperture ratio is smaller.

Rohsenow W. et al. [3] give formulas for several geometries including short vertical
and horizontal cylinders and horizontal cones. In fact, Leenders H. [12] also used these
equations. However, it requires the calculation of several quantities and the use of tabu-
lated values which depend on the limited available length-to-diameter ratio. Therefore,
it is a complex process.

However, simpler relations exist which do not require tabulated values in literature.
Oosthuizen P. experimentally investigated free convective heat transfer from horizontal
cones [23]:

NuD = 0.7+0.35Ra0.125
D +0.51Ra0.25

D , (E.20)

where RaD is the Rayleigh number:

RaD =GrD Pr. (E.21)

The same author also published an article for the free convective heat transfer from ver-
tical cones [24], where the following equation is obtained:

Nul = 0.65

Gr 0.25
l + 1.44

tan
(
φ
2

)
 , (E.22)

where Gr is the Grashof number andφ is the cone’s included angle. In this case, Nul and
Grl are based on the cone’s slant height. These equations are simpler than the previous
ones as they entail fewer equations and no dependency on tabled values.

Regarding the cylinder, Churchill S. and Chu H. [25] present the following equation
in the horizontal case:



E

146 E. CONVECTION - LITERATURE STUDY

NuD =

√√√√√√√√√√0.6+0.387

 RaD(
1+ ( 0.559

Pr

) 9
16

) 16
9


1
6

. (E.23)

For the vertical case, Day J. et al. [26] performed numerical simulations and achieve
formulas for cylinders with a length-to-diameter ratio from 0.1 to 10. For example, the
formula applicable when the ratio is between 2 and 10 is:

NuL =−0.06211+0.54414Ra
1
4
L +0.6123

L

D
. (E.24)

The formula for 0.1 to 2 is of a similar structure, only the coefficients change.
The resulting Nusselt number is an average for the whole outer surface and, thus,

in equation (E.1), A corresponds to the outer surface area minus the aperture area to
approximate the cavity’s scenario.

E.2. PRESSURE GRADIENT
Pressure gradients refer to the change in pressure that occurs in a fluid as it flows through
a pipe. The pressure gradient is caused by various factors, such as fluid viscosity, pipe
geometry, flow rate, and external forces like gravity [2]. Since the nozzle is designed for a
certain chamber pressure [4], it is ideal to know the pressure drop between the propellant
tank to the chamber in order to understand at what pressure the propellant needs to
be stored or vice-versa. There are different types of pressure gradients which will be
discussed further and their sum is equal to the total gradient.

Single-phase flow friction pressure gradient

The pressure loss due to friction in a single-phase flow is easily calculated by the
Darcy-Weisbach equation [2]:

∆psp = fDB
L

D

1

2
ρu2, (E.25)

where sp stands for single-phase, L and D are the tube’s length and diameter, respec-
tively, ρ and u is the propellant’s density and velocity, and fDB is the dimensionless
Darcy-Weisbach friction factor. For laminar and turbulent flow in linear smooth pipes,
the friction factor is calculated, respectively, by [2]:

fDB = 64

ReD
, (E.26a)

fDB = 1

(1.82logReD −1.64)2 . (E.26b)

On the other hand, for rough pipes, it is advised to consult a Moody diagram to ex-
tract values. Regarding spiral ducts, their friction factor is higher than linear and Guo L.
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et al. [27] recommend the following relationships for, respectively, laminar and turbulent
flow:

fDB = 1

1−
(

1−
(

11.6

ReD

(
D

Dc

)0.5

)0.45) 1
0.45

64

ReD
, (E.27a)

fDB = 0.304Re−0.25
D +0.029

(
D

Dc

)0.5

, (E.27b)

where Dc is the diameter of the spiral.

Two-phase flow friction pressure gradient

The friction loss in two-phase flow is similar to the single-phase scenario. In fact, it
is the same formula multiplied by a coefficient named the two-phase multiplier φ:

∆pt p =φ∆psp =φ fDB
L

D

1

2
ρu2. (E.28)

Several correlations for φ have been proposed with some being more complex than oth-
ers, usually emerging from experimental test data. Massoud M. [22] mentions several
equations such as the Reddy as well as the Friedel correlation. For horizontal and slightly
inclined straight tubes, the Lockhart-Martinelli correlation [28] is commonly used in in-
dustry. Concerning helically coiled pipes, Guo L. et al. [27] proposed a correlation based
on their own experimental data, however, prediction values can still diverge by about
40%. Gravity influences the pressure drop: horizontal tubes have the lowest value while
the 45° downwards inclined coil has a 70% increase and the 45° upwards is in between
these two values [27].

Experimental data concerning two-phase boiling flow in microgravity conditions is
scarce as well as reliable correlations [29]. Consequently, it is better to consider the cor-
relations obtained in earth-gravity conditions.

Acceleration pressure gradient

The acceleration pressure gradient ∆pac results from a change of density and cross-
section [30]:

d pac = ṁ

A
du =Gd

(
G

ρ

)
, (E.29)

where G is the flow rate. Depending on the scenario, the equation can be simplified. For
example, in a single-phase flow with a constant cross-section area:

∆pac,1−2 =G2
(

1

ρ2
− 1

ρ1

)
. (E.30)
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In two-phase flow, the previous equation applies if a full transition from liquid to gas
occurs: ρ2 being the gas density and ρ1 being the liquid density. In the general scenario
for variable cross-section, the following formula applies:

d pac = 1

A
d

(
A

(
G2

g

αvρg

)
+

(
G2

l

(1−αv )ρl

))
, (E.31)

where αv is the void fraction which is the gaseous volume fraction.

Gravitational pressure gradient

As the fluid moves downwards a pipe, the pressure at any given point will be influ-
enced by the height of the fluid column above that point. The pressure at the bottom of
the pipe will be greater than the pressure at the top of the pipe due to the weight of the
fluid in the column and is calculated by [22]:

∆pg r av = ρg0 sinγ, (E.32)

where γ is the inclination of the pipe (positive if flowing downwards and negative oth-
erwise). Thus, the pressure gradient due to gravity will cause the pressure to decrease
as the fluid flows upward against gravity, and increase as the fluid flows downward with
gravity [2].
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F
LOCATIONS

In this appendix, the locations relevant to the experimental part of this thesis are de-
scribed in detail. These are:

• IWS and EWW,

• 3mE Welding Facility and DEMO,

• Meetshop,

• Cleanroom,

• Laser Facility.

IWS AND EWW
The IWS and EWW are manufacturing workshops located at 3mE. In them, students
can use the available equipment to manufacture their workpieces. In addition, the staff
members are available to help as well as provide design tips to facilitate the manufactur-
ing process.

Available machines include lathing and milling machines as well as laser cutting. Be-
fore being authorised to use the lathing and milling machines, students need to undergo
mandatory training sessions, typically lasting 4 to 5 hours each. The author participated
in these workshops and recommends these sessions for anyone interested as they give
an insight into what is feasible to build easily as well as giving access to manufacturing
machines and, thus, lowering manufacturing costs.

The EWW is focused primarily on requests from the 3mE staff but thesis students can
also work there if space is available. It has smaller equipment available which allows for
the manufacturing of tinier details.

The author used the IWS and EWW facilities to manufacture all the thruster pieces,
except for two stainless steel pipes which were ordered online due to their smaller inner
diameter size. Moreover, the thruster supports were also manufactured there.
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WELDING FACILITY AND DEMO
The welding facility is located at the 3mE building, close to the IWS. Equipment for weld-
ing, brazing and soldering is available to use if the necessary authorization is given. A
colleague of the author had attended a welding workshop in that facility which allowed
them to use it.

The DEMO has locations spread around campus. The one visited was the one in the
aircraft hall in the AE faculty. There are several machines available but they are not to be
used by students. Thus, it is necessary to ask the staff to perform the required task which
might entail a cost or not.

The Welding facility at 3mE was used to weld together the RAC aluminium pieces.
Moreover, some connections between stainless steel and steel pieces were soldered by
Professor Jurriaan van Slingerland with silver free of charge. The rest of the silver solder-
ing was performed by a DEMO staff member, free of charge as well.

MEETSHOP
The MeetShop is located in the 3mE building next to the IWS and allows students to
borrow measurement equipment. The responsible person is Mr. Jacques Brenkman.

An online catalogue is available where the vacant equipment is shown. Nevertheless,
inquiring personally or via email to the responsible for the needed instrumentation is
recommended as the catalogue might not be up to date and an appointment is required
beforehand in any case. Also, the responsible can provide some suggestions about the
experimental setup. In addition to borrowing the equipment, the responsible provides
adequate LabVIEW programs for the borrowed equipment.

The author borrowed two pressure sensors, a signal amplifier for the load cell and
their respective data acquisition device (DAQ). Labview code for the pressure sensors
was also provided.

CLEANROOM
The cleanroom is located on the space engineering department floor at AE. It contains,
amongst other things, a vacuum oven, a computer and a nitrogen feed system. Mehmet
Sevket Uludag is the responsible contact person. To have access, a request needs to be
made to the responsible and afterwards attend a workshop where an overview of the
cleanroom and its safety precautions are given.

All of the experiments were conducted in the cleanroom. The author used plenty of
the available resources including the test bench, load cell, nitrogen feed system and the
computer.

LASER FACILITY
A laser was needed to perform the tests which required heating the RAC. After enquiring
with the relevant staff, only one available laser fulfilled the requirements of continuous
high-power output. That laser is a Philips VCSEL laser module that is located in the
aircraft hall in the AE and used by the Department of Aerospace Structures and Materials
(DASM). The responsible contact persons are Mr. Roy Awater and Prof. Julie Teuwen.

To have access to the laser, the author had to attend a laser safety workshop given by
Mr. Andrei Anisimov. However, despite the efforts to execute the laser tests by carefully
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developing a test plan after an in-person meeting with the involved parties, the respon-
sible staff was quite unresponsive to the proposed plan. Moreover, PhD students were
using the laser facility often and the responsible staff had shown their unease with the
presence of a pressurized nitrogen tank in the laser facility. The combination of all these
factors ultimately led to the regrettable decision to abandon the laser testing segment.
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DATA SHEETS

In this chapter of the Appendix, the data sheets of the pressure sensors and the load cell
used in this thesis’ experimental tests are presented.

G.1. PRESSURE SENSOR
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PU5404

Pressure transmitter
PU-010-SEG14-B-DVG/US/      /W

ifm electronic gmbh • Friedrichstraße 1 • 45128 Essen — We reserve the right to make technical alterations without prior notice. — EN-GB — PU5404-01 — 13.04.2023 —

1 Sealing

Product characteristics
Number of inputs and outputs  Number of analogue outputs: 1

Measuring range  0...10 bar 0...145 psi 0...1000 kPa 0...1 MPa

Process connection  threaded connection G 1/4 external thread (DIN EN ISO 1179-2)

Application
Application  for industrial applications

Media  liquids and gases

Medium temperature [°C]  -40...90

Min. bursting pressure  300 bar 4350 psi 30 MPa

Pressure rating  25 bar 360 psi 2.5 MPa

Note on pressure rating  static

Vacuum resistance [mbar]  -1000

Type of pressure  relative pressure

Electrical data
Operating voltage [V]  16...36 DC

Current consumption [mA]  < 12

Min. insulation resistance [MΩ]  100;  (500 V DC)

Protection class  III

Reverse polarity protection  yes

Power-on delay time [s]  < 0.1

Inputs / outputs
Number of inputs and outputs  Number of analogue outputs: 1

Outputs
Total number of outputs  1

Output signal  analogue signal

Number of analogue outputs  1

Analogue voltage output [V]  0...10



PU5404

Pressure transmitter
PU-010-SEG14-B-DVG/US/      /W

ifm electronic gmbh • Friedrichstraße 1 • 45128 Essen — We reserve the right to make technical alterations without prior notice. — EN-GB — PU5404-01 — 13.04.2023 —

Min. load resistance [Ω]  2000

Short-circuit proof  yes

Overload protection  yes

Measuring/setting range
Measuring range  0...10 bar 0...145 psi 0...1000 kPa 0...1 MPa

Accuracy / deviations
Repeatability [% of the span]  < ± 0,05;  (with temperature fluctuations < 10 K)

Characteristics deviation
[% of the span]

 
< ± 0,5;  (incl. drift when overtightened, zero point and span error, non-linearity, hysteresis)

Linearity deviation
[% of the span]

 
< ± 0,1 (BFSL) / < ± 0,2 (LS)

Hysteresis deviation
[% of the span]

 
< ± 0,2

Long-term stability
[% of the span]

 
< ± 0,1;  (per 6 months)

Temperature coefficient zero
point and span

[% of the span / 10 K]

 
< ± 0,1 (-25...90 °C) / < ± 0,2 (-40...-25 °C)

Response times
Step response time analogue
output

[ms]  
1

Operating conditions
Ambient temperature [°C]  -40...90

Storage temperature [°C]  -40...100

Protection  IP 67; IP 69K

Tests / approvals
EMC  DIN EN 61000-6-2

DIN EN 61000-6-3

Shock resistance  DIN EN 60068-2-27 50 g (11 ms)

Vibration resistance  DIN EN 60068-2-6 20 g (10...2000 Hz)

MTTF [years]  762

UL approval  UL Approval no. J031

Pressure Equipment Directive  Sound engineering practice; can be used for group 2 fluids; group 1 fluids on request

Mechanical data
Weight [g]  59

Materials  stainless steel (630/1.4542/17-4 PH); stainless steel (316L/1.4404); PEI

Materials (wetted parts)  stainless steel (630/1.4542/17-4 PH)

Min. pressure cycles  60 million;  (at 1.2 times nominal pressure)

Tightening torque [Nm]  25...35;  (recommended tightening torque; depends on lubrication, seal and pressure rating)

Process connection  threaded connection G 1/4 external thread (DIN EN ISO 1179-2)

Process connection sealing  FKM (DIN EN ISO 1179-2)

Restrictor element integrated  no (can be retrofitted)

Remarks
Remarks  BFSL = Best Fit Straight Line

LS = limit value setting



PU5404

Pressure transmitter
PU-010-SEG14-B-DVG/US/      /W

ifm electronic gmbh • Friedrichstraße 1 • 45128 Essen — We reserve the right to make technical alterations without prior notice. — EN-GB — PU5404-01 — 13.04.2023 —

Pack quantity  1 pcs.

Electrical connection

Connector: 1 x M12; coding: A

Connection

OUT analogue output
colours to DIN EN 60947-5-2
Core colours :

BN = brown
BU = blue
WH = white
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G.2. FUTEK LSB200



Sensor Solution Source
Load · Torque · Pressure · Multi-Axis · Calibration · Instruments · Software

www.futek.com

FEATURES
•	 Up to 10 times the overload protection

•	 Overload is available in Tension and 
Compression

•	 Light weight

•	 Notable nonlinearity 

•	 Miniature size

•	 Ultra Low Capacity and High Sensitivity

•	 Vibration and shock resistance

•	 High flex silicone cable 

SPECIFICATIONS

PERFORMANCE

Nonlinearity ±0.1% of RO

Hysteresis ±0.1% of RO

Nonrepeatability ±0.05% of RO

ELECTRICAL

Rated Output (RO) See chart on third page

Excitation (VDC or VAC) 10 max

Bridge Resistance 1000 Ohm nom.

Insulation Resistance ≥500 MOhm @ 50 VDC

Connection #29 AWG, 4 conductor, spiral shielded silicone 
cable, 5 ft [1.5 m] long

Wiring Code WC1

MECHANICAL

Weight (approximate) 0.7 oz [19.3 g] (10–250 g)

Safe Overload 1000% of RO

Material Aluminum (10–250 g)

IP Rating IP40

Vibration Resistance 20-2000 Hz, 0.01g²/Hz per MIL-STD-810E

Shock Resistance 500 g per IEC60068-2-27

TEMPERATURE

Operating Temperature -60 to 200°F [-50 to 93°C]

Compensated Temperature 60 to 160°F [15 to 72°C]

Temperature Shift Zero ±0.01% of RO/°F [0.018% of RO/°C]

Temperature Shift Span ±0.02% of Load/°F [0.036% of Load/°C]

CALIBRATION

Calibration Test Excitation 5 VDC

Calibration (standard) 5-pt Tension

Calibration (available) 5-pt Tension and Compression

Shunt Calibration Value 301 kOhm (10–20 g) 
150 kOhm (50–250 g)

CONFORMITY

RoHS EU 2015/863

CE EN55011; EN61326-1

+	Output (tension)
–	 Output (compression)

FUTEK Label

MODEL LSB200

Low Capacity Miniature S-Beam Jr. Load Cell

Non-loading surface, 
do not contact

Active End

Fixed End



Model LSB200 2

DIMENSIONS inches [mm] WIRING CODE (WC1)

RED + EXCITATION

BLACK – EXCITATION

GREEN + SIGNAL

WHITE – SIGNAL

SHIELD FLOATING 

0.65 [16.5]

0.26 [6.7]

0.63 [16.0]

0.69 [17.5]

0.38 [9.5]

0.750 [19.05]

0.185 [4.70]

0.092 [2.34]

0.315 [8.00]

2X M3x0.5 - 6H ↧  0.11

Ø0.085 [Ø2.16] (NOM.) CABLE

A

⌖ Ø0.006 A

WC1

Bridge Sensor
XXXΩ

+ Excitation (Red)

+ Signal (Green)

– Signal (White)

– Excitation (Black)

Shield (Sensor Body)

WC1S
w/shield

Bridge Sensor
XXXΩ

+ Excitation (Red)

+ Signal (Black)

– Signal (Green)

Voltage Output (+) (Green)

– Excitation (White)

WC3

Bridge Sensor
XXXΩWC6

Bridge Sensor
XXXΩ

Power Supply (+) (Red)

Current Output (+) (Green)

Power Supply (+) (Red)

Ground (–) (Black)

WC5

Bridge Sensor
XXXΩ

+ Excitation (Red)

+ Signal (Green)

– Signal (White)

– Excitation (Black)

Shield (Floating)

Shield (Floating)

CAPACITIES

ITEM # g N RO (nom) Deflection Natural 
Frequency (Hz)

FSH03867
10 g 0.1 0.5 mV/V

0.004 in 
[0.10 mm]

140

FSH03868
20 g 0.2 1 mV/V

0.008 in 
[0.20 mm]

140

FSH03869
50 g 0.5

2 mV/V

0.010 in 
[0.25 mm]

200

FSH03870
100 g 1.0

0.008 in 
[0.20 mm]

300

FSH03871
250 g 2.5

0.007 in 
[0.18 mm]

530

Drawing Number: FI1455-B

FUTEK reserves the right to modify its design and specifications without notice. 
Please visit www.futek.com/salesterms for complete terms and conditions.

TOLERANCE:
.X ± 0.1” [2.5 mm]
.XX ± 0.01” [0.25 mm]
.XXX ± 0.005” [0.127 mm]

MOUNTING

Examples of loading methods, 
accessories not included

10 Thomas, Irvine, CA 92618 USA
futek@futek.com

www.futek.com



H
TEST PROCEDURES

The purpose of detailing experimental procedures is to provide a comprehensive under-
standing of the methodologies used to obtain empirical data. This ensures reproducibil-
ity and allows other researchers to reproduce the work, enhancing the reliability and
credibility of the research.

This section presents the test procedures for the leak testing and the cold gas flow
testing. It is assumed that the user has assembled the propulsion system according to
the experiment to be performed such as, for example, inserting the pressure sensors.
The work of Versteeg has inspired these [1] as well as Cramer [2] and adapted where
necessary to the developed experimental setup. The main adaptation is regarding the
instrumentation used as their procedures refer to heaters, which are not a part of the
experimental setup of this thesis.

H.1. LEAK TEST PROCEDURE

H.1.1. BACKGROUND AND INSTRUMENTATION OVERVIEW

The original author of this procedure is Versteeg in 2020 [1]. This corresponds to a sec-
ond version adapted by the author of this thesis in 2024.

For the experiment, the user requires a thruster system with a nozzle closing mecha-
nism, at least one pressure sensor measuring the thruster’s pressure, a mass flow reader
and a nitrogen feed system. Needless to say, the sensors need to be connected to devices
capable of gathering their data via their respective data transfer mechanisms. The pro-
cedure has been produced considering the nitrogen feed system available in the Clean-
room of the TU Delft’s Aerospace Faculty (Fig. H.1). A Labview program named "Leak
Test" is used and it stores the information on the pressure and the mass flow readings.
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Figure H.1: Nitrogen Feed System and its components [3].

H.1.2. PREPARATION
1. Connect the pressure sensors to the corresponding DAQ device and this one to the

user’s laptop through the USB port.

2. Ensure that all the valves of the feed system are properly closed.

3. Connect the tubing from the feed system to the system’s propellant inlet.

4. Seal the nozzle with its respective cap to close the thruster system.

5. Open the main valve on top of the nitrogen-pressurized cylinder, located behind
the feed system board.

6. Open the high-pressure shut-off valve at the bottom of the feed system board.

7. The high-pressure gauge indicates the pressure inside the cylinder. If this is close
to zero, the cylinder should be replaced according to the instructions on the board.

8. Adjust slowly the pressure regulator upward to the desired value for the feed-system
pressure by carefully rotating it clockwise. The pressure in the feed system (relative
to atmospheric) can be read-off on the low-pressure gauge.

9. Open the low-pressure shut-off valve (long red handle) by aligning it with the di-
rection of the tubing.

H.1.3. EXPERIMENT EXECUTION
1. Open the LabView program - "Leak Test" - developed for this experiment.

2. Specify the test name and folder to save data in, then run the program.
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3. Open the selection valve (small yellow knob) of the tubing connected to the system
again by aligning it with the tubing.

4. Wait until the thrust chamber pressure and the mass flow reading remain constant
over time and close the selection valve.

5. Record pressure over time for the desired period. For very low leakage flows this
can take multiple hours or days, while for relatively severe leaks it may only take
minutes or seconds.

6. When sufficient time has passed, stop the LabView program, making sure that the
data has been saved.

7. Repeat the experiment execution with the various initial inlet pressure desired.

H.1.4. SHUTDOWN
1. Close the main valve on top of the nitrogen cylinder.

2. Close the high-pressure shut-off valve.

3. Turn the pressure regulator fully counterclockwise, so that it will start at zero out-
let pressure for subsequent tests, and gas in the high-pressure line between the
cylinder and the regulator is not wasted.

4. Remove the nozzle cap.

5. Close the low-pressure shut-off and selection valves.

6. Uncouple the propellant quick-connect to the propulsion system.

7. Disconnect the pressure sensor and unplug the used DAQs.

H.2. TEST BENCH CALIBRATION TEST PROCEDURE

H.2.1. BACKGROUND AND INSTRUMENTATION OVERVIEW
A previous procedure for the calibration of the TB-50m was not found. Thus, the author
considering the same structure as the other test procedures created his own (Version 1 -
2024).

For the experiment, the user requires the Variable-Turn Density Coil (VTDC) with
its corresponding power supply (SM-7020D), the thrust bench TB-50m and an assem-
bled load cell with its signal amplifier, and the whole thruster setup (including attached
instrumentation and feed system tubing) to be used in the following experiments.

A Labview program ("Calibration - LSB200") has been created and it controls the cur-
rent supplied to the VTDC and measures the load cell voltage output. When the user
starts the Labview program, the supplied current starts at 0 A and increases by 1 A every
20 seconds until it reaches 16 A, going back to 0 A after. For a successful calibration of
the load cell voltage at the end when reset to 0 A should return to the same level as before
the testing, otherwise the setup is somehow faulty.
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H.2.2. PREPARATION
1. Turn on the SM-7020D power supply (60 minutes warm-up time).

2. Turn on the cleanroom’s desktop.

3. Assemble the load cell and the VTDC to the thrust bench.

4. Measure the distances of both of them to the rotating beam.

5. If it is a calibration with the thruster on, attach the thruster to the test bench and
insert a counterweight with equal mass in the opposite arm. Tap down all the
cables that might influence the movement of the test bench.

6. Open the Labview program and ensure that the measured voltage is steady, if not
detect the problem and fix it.

H.2.3. EXPERIMENT EXECUTION
1. Specify the test name and folder to save data in.

2. Run the LabView program.

3. After the LabView program resets to 0 A, stop it, making sure that the data has been
saved.

4. Wait enough time for the VTDC to cool down (for this specific experiment set-up,
the duration is around 10 minutes).

5. Repeat the experiment execution the necessary number of times.

6. After the calibration without the thruster on the test bench, add it to the test setup.

7. Repeat the experiment execution with the thruster on the test bench the same
number of times.

H.2.4. SHUTDOWN
1. Turn off the SM-7020D and the desktop.

2. Only dismantle the thruster of the test bench, the load cell and the VTDC if no
flow testing will be performed after. Reassembling could change the determined
relationships.

H.3. COLD GAS FLOW TEST PROCEDURE

H.3.1. BACKGROUND AND INSTRUMENTATION OVERVIEW
The original author of this procedure is Versteeg in 2020 [1]. This corresponds to a sec-
ond version adapted by the author of this thesis in 2024.

For the experiment, the user requires a thruster system, at least one pressure sen-
sor measuring the thruster’s pressure, a temperature sensor to measure the propellant
temperature, a mass flow reader, a nitrogen feed system and a calibrated test bench with
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a load cell incorporated. Needless to say, the sensors need to be connected to devices
capable of gathering their data via their respective data transfer mechanisms. The pro-
cedure has been produced considering the nitrogen feed system available in the Clean-
room of the TU Delft’s Aerospace Faculty (Fig. H.1). A Labview program that reads and
stores the information on the pressure, temperature, mass flow readings and measured
thrust is required.

H.3.2. PREPARATION
1. Turn on and/or plug in the components requiring warm-up or start-up time:

(a) Plug in the power brick for the Brooks 5851S mass flow sensor (45 min).

(b) Turn on the user’s laptop and open the developed Labview program which
reads all the necessary sensors.

2. While waiting for the previous components to initialize, install the thruster on the
thrust bench and stably position the whole propulsion system.

3. Connect the instrumentation accordingly to their DAQs and the laptop. Test if all
the sensors are working and providing expected values.

4. Couple the propellant feed system tubing to the system’s propellant inlet.

5. Open the feed system:

(a) Open the main valve on top of the cylinder located behind the feed system
board.

(b) Open the high-pressure shut-off valve at the bottom of the feed system board.

(c) The high-pressure gauge indicates the pressure inside the cylinder. If this
is below the desired test pressure, abort the test and the cylinder should be
replaced according to the instructions on the board.

(d) Adjust slowly the pressure regulator upward to the desired value for the feed-
system pressure by carefully rotating it clockwise. The pressure in the feed
system (relative to the atmospheric) can be read-off on the low-pressure gauge.

(e) Open the low-pressure shut-off valve (long red handle) by aligning it with the
direction of the tubing.

H.3.3. EXPERIMENT EXECUTION
1. Tune the RAC inlet pressure:

(a) Run the Labview program.

(b) Repeat the following until the desired value of the RAC inlet pressure is within
accuracy:

i. Open the selection valve connected to the system.

ii. Close the selection valve.
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iii. If the recorded pressure is too low, slightly open the pressure regulator
(counterclockwise); Otherwise, close it slightly (clockwise).

(c) Stop the Labview program.

2. Run the Labview program.

3. Open the respective selection valve.

4. Close the selection valve after the intended test time has passed.

5. Repeat this whole process for the different RAC inlet pressure values.

H.3.4. SHUTDOWN
1. Close the main valve on top of the nitrogen cylinder.

2. Close the high-pressure shut-off valve.

3. Turn the pressure regulator fully counterclockwise, so that it will start at zero out-
let pressure for subsequent tests, and gas in the high-pressure line between the
cylinder and the regulator is not wasted.

4. Bleed off the excess nitrogen in the low-pressure zone until ambient.

5. Close the low-pressure shut-off and selection valves.

6. Close Labview.

7. Uncouple the propellant quick-connect to the propulsion system.

8. Unplug the power brick for the Brooks 5851S mass flow sensor.

9. Disconnect the instrumentation and unplug the used DAQs.
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I
NITROGEN TEST PLOTS

In this chapter of the appendix, the data plots of the gathered data are presented for the
four different cold flow gas test runs performed in this thesis. For each run, the mass
flow, the absolute inlet pressure, the temperature and the load cell voltage output are
shown.
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(a) Mass flow (b) Absolut Inlet Pressure

(c) Temperature (d) Load Cell Output Voltage

Figure I.1: NT-1 Results
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(a) Mass flow (b) Absolut Inlet Pressure

(c) Temperature (d) Load Cell Output Voltage

Figure I.2: NT-2 Results
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(a) Mass flow (b) Absolut Inlet Pressure

(c) Temperature (d) Load Cell Output Voltage

Figure I.3: NT-3 Results
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(a) Mass flow (b) Absolut Inlet Pressure

(c) Temperature (d) Load Cell Output Voltage

Figure I.4: NT-4 Results
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DISCHARGE COEFFICIENT FOR

ORIFICE PLATES

Kayser and Shambaugh studied experimentally the discharge coefficients for compress-
ible flow through small-diameter orifices and convergent nozzles [1]. In their paper, P1,
P3 and Pcr i t refer to the chamber, ambient and critical pressure, respectively, and the
square-edged nozzles are referred to with the S symbol. Their pressure data only covers
the first two experimental tests (NT-1 and NT-2).

The first remark made is about the effect of the ratio between the throat length and
its diameter on the discharge coefficient (Fig. J.1a). As the length-to-diameter ratio in-
creases, the discharge coefficient line starts to flatten, becoming almost independent of
the pressure chamber increase. This change results from the complex interaction be-
tween the contracted flow and the nozzle throat’s interior, an interaction that does not
occur at low ratios [1]. In the case of the manufactured nozzle, the length-to-diameter
ratio is approximately 4, which is twice as big as the maximum provided example. Thus,
our nozzle’s discharge coefficient should also remain within a small range as chamber
pressure increases, which corroborates with the experimental data (table 8.7).

Fig. J.1b shows the discharge coefficient for straight orifices at different diameters
and temperatures. The discharge coefficient remains constant. This is a result of the
previous result as their length-to-diameter ratios are above 1.92. Moreover, the temper-
ature has no apparent effect on the discharge coefficient. However, when examining the
diameter, it is clear that smaller diameters lead to lower discharge coefficients. The S3
and S1 orifices have diameters of 1.656 mm and 1.125 mm, respectively, and their dis-
charge coefficients are around 0.86 and 0.80. Their orifices have a chamber diameter of
22.23 mm which is relatively close to the manufactured 25 mm, so comparing the diam-
eters of their models and the tested nozzle is not completely unfounded. If the discharge
coefficient reduction with the diameter trend remained, the manufactured nozzle’s dis-
charge coefficient would be below 0.80. A linear fit to the data (R2 = 0.979) suggests a
value of 0.73 which needs to be considered cautiously since it is an extrapolation from
three data points. However, the nozzle is not a perfect orifice, despite the converging
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section being rough and quite angular, it is expected that its discharge coefficient would
be slightly better than its orifice counterpart.

To sum up, the experimental discharge coefficient value and its invariance regarding
chamber pressure are logically substantiated by this paper’s data for the first two pres-
sures tested.

(a) Effect of length-to-diameter ratio at constant diameter
upon CD for air flow through straight orifices at 295 K. The

curves are polynomial fits of the data. [1]
(b) Air discharge data for three 3.18 mm thick straight orifices

at 295, 500 and 700 K [1]

Figure J.1: Straight nozzle experimental data from Kayser and Shambaugh [1].

Other findings in the literature support the idea of a constant discharge coefficient
for orifices. Deckker and Chang [2] performed a similar experimental set-up to study
compressible flow through orifices. They investigated the effect of the Reynolds num-
ber on the discharge coefficient by keeping the pressure ratio constant and increasing
the stagnation temperature. At nominal Reynolds numbers above 104, the discharge co-
efficient showed no dependency on it, which is the experimental situation of this the-
sis. Next, the discharge coefficient is concluded to be a function of both the length-to-
diameter ratio and the pressure ratio. Fig. J.2 shows the discharge coefficient for several
pressure ratios for the two extreme length-to-diameter cases. The mass flow number
in the axis is a dimensionless mass flow metric that has the chamber pressure in the
denominator and, thus, at critical conditions, it remains constant. The increase in the
length-to-diameter ratio leads to a flattening of the pressure ratio effect in the discharge
coefficient, corroborating with Kayser and Shambaugh’s work. Also, unlike the previous
paper, the pressure ratios investigated include the values between 0.2 and 0.4 which are
the experimental values for this test and, therefore, validate the constant experimental
discharge coefficient. Lastly, the discharge coefficient values fall in the 0.8 and 0.9 range
and no investigation on the diameter effect was performed.
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(a) Sharp-edge (L/D = 0.05) (b) L/D = 2

Figure J.2: Effect of pressure ratio and length-diameter ratio on mass flow number and discharge coefficient
[2].

Zandbergen [3] presents a way to calculate the discharge coefficient for injectors and
in this case yields a value of 0.82 which is not far off of 0.78-0.79 experimental value
obtained. However, despite the closeness, this value is for incompressible flow which is
not the case.

Theories have been developed to estimate the compressible discharge coefficient
from the incompressible value and the discharge coefficient should theoretically increase
with the pressure ratio in the orifice.

Figure J.3: Comparison of predicted and experimental values of discharge coefficients for L/D ratios equal to
1.0 and 2.0 [2]

Deckker and Chang investigated the relationship between their experimental results
and one of the developed theories, in this case, by Bragg [4]. They concluded that for
thick orifices the theory does not match the experimental results. Fig. J.3 shows the
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Comparison of predicted and experimental values of discharge coefficients for L/D ra-
tios equal to 1 and 2. Bragg expects a significant increase in the discharge coefficient as
the pressure ratio decreases. But for thick orifices, the variation is not as meaningful,
stagnating after the critical pressure.

By examining all the plots, it is evident that the incompressible flow estimate for thick
orifices (high L/D) does not fall far from the compressible flow scenario. This difference
seems to decrease even further with the increase in the length-diameter ratio. Conse-
quently, for a length-diameter ratio of 4.0, the estimation method provided by Zandber-
gen is suitable for a discharge coefficient prediction and is within a 5% range from the
experimental result.
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