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A B S T R A C T

Heat exchangers are key components of thermal energy conversion systems, however, their optimal design
is still based on reduced order models relying on semi-empirical heat transfer correlations. CFD-based design
optimization emerged as a viable method to provide a significant improvement in performance at an affordable
cost. This study presents a framework to optimize multiple heat transfer surfaces concurrently using the adjoint
method. The heat transfer surfaces are parametrized using a CAD-based parametrization method, and their
performance is evaluated using a RANS solver complemented by its discrete adjoint counterpart for gradient
computation. The optimization framework is applied to minimize the pressure drop across a bare-tube heat
exchanger while constraining the heat transfer rate. Two variants of the same optimization problem are
formulated: in the first one, the sensitivities are averaged and the tubes are constrained to maintain the same
shape, while in the second variant, the shape of the tubes can vary, resulting in an optimum solution with
non-identical tube shapes. The results show that the optimized geometry reduces the pressure drop by 19% if
the tube shapes are identical, and by 25% in the case of non-identical shapes, compared to the baseline. To
identify the physical mechanisms contributing to the fluid-dynamic losses, entropy generation along the flow
path was investigated. The results reveal that the major loss reduction observed for the case of non-identical
tube shapes is due to the better thermo-hydraulic performance of the first and last tubes.
1. Introduction

Heat exchangers (HEXs) are ubiquitous in thermal energy conver-
sion systems, and they find application in transportation, industrial pro-
cesses, and residential systems. In aviation, heat exchangers will be the
key enabling components of future propulsion and power systems. Ex-
amples are condensers of engines enabling carbon-neutral aviation [1],
evaporators or condensers in waste-heat recovery systems based on the
organic Rankine cycle (ORC) [2], and liquid radiators used to reject
low-temperature thermal energy in fuel-cells-based propulsion systems
or electric motors/generators [3]. Given that HEXs are arguably the
bulkiest components in all these novel technologies, maximizing the
thermal-hydraulic performance and reducing their weight and volume
is, therefore, decisive to meet the requirement of compactness needed
in airborne applications [3].

The standard design practice of heat exchangers is based on re-
duced order models (e.g., models based on lumped-parameter or one-
dimensional methods), making use of correlations based on dimen-
sionless numbers (e.g., the Nusselt number or Colburn factor) for the
computation of the heat transfer coefficient and pressure drop [4]. In

∗ Corresponding author at: Flemish Institute for Technological Research (VITO), Boertang 200, Mol, 3600, Belgium.
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recent years, parametric studies based on Computational Fluid Dynam-
ics (CFD) have been used to analyze several designs for identifying the
optimal HEX geometry [5–12]. These studies investigated the influence
of geometric parameters such as tube radius and layout, or fin pitch,
thickness, louvered angle, height, and spacing on the performance of
the heat exchangers.

Recently, various studies performing shape optimization on heat
transfer surfaces have demonstrated the potential of CFD-based auto-
mated design methods in improving HEX performance. For example,
Ranut et al. [13] optimized the shape of tubular heat exchangers using
a multi-objective genetic algorithm (MOGA). The computational cost
of the CFD simulation used to evaluate HEX performance was reduced
using the streamwise periodic flow approach documented in Ref. [14].
Furthermore, CFD-based meta-models were used to reduce the overall
cost of the optimization. Likewise, Bacellar et al. [15] employed Kriging
as a surrogate model for reducing the computational expense of CFD-
based shape optimization. In the same study, it was established that
optimized bare-tube heat exchangers performed better than conven-
tional louvered-fin mini/micro-channel heat exchangers. This paved
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the way for further studies on the design of bare-tube HEX [16–18]
using the same methodology described in Ref. [15]. Besides optimiz-
ing bare-tube HEXs, MOGA has been used to design shell-and-tube
HEXs, micro-fins, and heat sinks, utilizing metamodels based on the
Kriging method [19–24] and, more recently, neural networks [25,26].
However, surrogate-based methods are suited to handle problems with
a limited number of design variables. Therefore, optimizing multiple
heat transfer surfaces is unsuitable because of the challenges associated
with a larger number of design variables and the computational cost of
generating the surrogate models.

For optimization problems characterized by a large number of de-
sign variables, gradient-based methods relying on the computation of
the sensitivities with the discrete adjoint method are more appropri-
ate [27]. A gradient-based method requires fewer iterations to achieve
optimization convergence than a gradient-free method. Furthermore,
the discrete adjoint method enables the calculation of gradients of
objective functions that require the solution of RANS equations at a
cost similar to that of the flow solver, irrespective of the number
of design variables. Shape optimization based on the adjoint method
has been recently applied to the automated design of heat transfer
elements, in combination with different geometry parametrization tech-
niques. Zhang and Qian [28] performed a parametrization-free shape
optimization of multiple fins, in which the design variables were the
mesh nodes of the design surfaces. The optimized fins provided a
75% increase in the outlet temperature for the same pressure drop
of the baseline design. Wang et al. [29] utilized the adjoint method
for parametrization-free 3D shape optimization of fins in recupera-
tors of Brayton power cycles using supercritical carbon dioxide. The
computational domain was simplified to include only a single fin per
cold and hot sides, and the design variables were the nodes of the
fin surface mesh. A method used to parametrize the HEX geometry
is through the so-called free-form deformation (FFD) boxes. Anibal
et al. [30] employed FFD for optimizing novel heat sinks for the thermal
management of electric motors in aerospace applications. In more
recent work, Anibal and Martins [31] applied the same optimization
framework to optimize plate-fin heat exchangers for aerospace appli-
cations with the objective of minimizing drag and weight. FFD boxes
based on volumetric B-splines offer better control on the geometry
than conventional FFD and parameter-free approaches. Gkaragkounis
et al. [32] performed a multi-objective shape optimization of 3D fins to
obtain a Pareto front with respect to two objective functions: the min-
imization of pressure losses and the maximization of the heat transfer
rate. Albeit FFD boxes can be used to parametrize arbitrarily complex
shapes, they are not suited for imposing the geometric constraints that
are needed to guarantee that the optimal geometry can eventually be
manufactured [33,34]. Conversely, a CAD-based parametrization of the
design surface, defined by NURBS control points, provides a much
better definition of the design surface and a complete control over
it [35,36]. Constrained optimization with CAD-based parametrization
has been successfully applied for the optimal design of turbomachinery
blades. For example, Xu et al. [36] applied CAD-based parametrization
to the optimization of a one-stage turbine with geometric constraints
on blade thickness and trailing edge radius. Agromayor et al. [37]
developed a CAD-based blade parametrization method suitable for
axial and radial turbomachines that was used to perform adjoint-based
shape optimization with the open-source software SU2 [38,39]. Châtel
and Verstraete [40] utilized a CAD-based parametrization along with
the discrete adjoint method to perform constrained aero-structural
optimization of a radial compressor.

Application of adjoint-based shape optimization with the CAD rep-
resentation of the design surface embedded in the automated design
chain has been mostly confined to the design of single geometries,
and studies dealing with the concurrent design of multiple surfaces
remain limited: Gkaragkounis et al. [41] optimized a 2D representation
of the internal cooling channels of a gas turbine blade, though only

the blade profile and the location of the cooling channels were varied.

2 
This study aims to establish a methodology to perform adjoint-based
shape optimization of multiple heat transfer surfaces using CAD-based
parametrization. An automated design chain developed for this pur-
pose encompasses the open-source CFD suite SU2 [38] – to perform
CFD simulations, adjoint evaluations, and mesh deformation – and a
python-based CAD parametrization tool [37,42] – to parametrize the
heat transfer surfaces using NURBS. The design chain is applied to
the optimization of an array of two-dimensional tubes, representing
a simplified configuration of a bare-tube heat exchanger, as described
in Ref. [15]. Two optimization problems are formulated: one in which
the sensitivities are averaged to impose the same shape deformation to
the various tubes, and the other in which the tubes are concurrently
optimized, albeit independently. The optimized designs are compared
to the baseline case in terms of flow and heat transfer characteris-
tics. Entropy generation along the flow path is finally investigated to
identify the physical mechanisms contributing to loss.

2. Methodology

The optimization framework encompasses the open-source CFD soft-
ware SU2 [38] embedding a discrete adjoint method for gradient cal-
culation, a solver for mesh deformation, a CAD-based parametrization
tool [37,42], and a gradient-based optimizer.

The overall optimization framework is illustrated by means of the
XDSM diagram shown in Fig. 1. The heat transfer design surfaces,
such as heat exchanger tubes or fins, are parametrized through curves
controlled by a set of design variables (𝜶). At each design iteration, the
surface coordinates

(

𝐗surf
)

defined by the parametric curves, are gener-
ated. The corresponding volume mesh

(

𝐗vol
)

is obtained by deforming
the initial mesh. The value of the objective function (𝐽 ) and the flow-
related constraints (𝑐f ), like the heat transfer rate �̇�, are then computed
with SU2. Next, the gradients of the cost functions with respect to
the mesh coordinates

(

d𝐽
d𝐗vol

, d𝑐f
d𝐗vol

)

, are computed using the adjoint

solver. Finally, the gradient values of the cost functions with respect
to the design variables (𝜶) are obtained by applying the chain rule of
ifferentiation. The sensitivity of the objective function with respect to
he design variables can be therefore written as

d𝐽
d𝜶

= d𝐽
d𝐗vol

⋅
d𝐗vol
d𝐗surf

⋅
d𝐗surf
d𝜶

, (1)

where d𝐗vol
d𝐗surf

is the sensitivity of the mesh coordinates with respect to
the mesh nodes of design surfaces and d𝐗surf

d𝜶 represents the sensitivity
of the mesh nodes of the design surfaces with respect to the design vari-
ables. The methods underlying the various blocks of the optimization
framework illustrated in Fig. 1 are presented in the following.

2.1. Optimizer

The gradient-based optimization method Sparse Nonlinear OPTi-
mizer (SNOPT) [43], interfaced by means of the open-source python
package pyOptSparse [44], is adopted. SNOPT is suited for constrained
shape optimization problems involving multiple design surfaces be-
cause of its advantages in handling large-scale problems with sparse
matrices.

2.2. Geometry modeler

The heat transfer design surfaces are constructed using the CAD-
based parametrization method from Ref. [37]. This method facilitates
the parametrization of a broad range of geometries of HEX tubes and
fins, ranging from conventional shapes, such as circular and elliptical,
to more unconventional designs, such as tear-drop and airfoil-type
geometries, also in the case of 3D features. For 2D geometries, each
design surface is represented by three NURBS curves: the camberline,

the upper side, and the lower side, as shown in Fig. 2. The upper and
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Fig. 1. XDSM diagram depicting the inter-dependencies among the blocks of the optimization framework.
Fig. 2. Construction of multiple 2D geometries using the camber line-thickness approach. The three design surfaces (in red) demonstrate the application of the main three steps of
the parametrization procedure, though to different HEX fins/tube shapes. In the first geometry (left), the parameters defining the camber line are highlighted. The middle geometry
demonstrates how the thickness distributions are applied around the camber line, while in the final geometry (right), the NURBS curves representing the complete design surface
are annotated. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
the lower sides are generated by imposing thickness distributions on
the camberline, see Fig. 2. The camberline is defined as a cubic B-
spline curve, while the upper and lower sides are B-spline curves of
fourth order. These curves are defined by the design variables tabulated
in Table 1, and the equations describing them are documented in
Ref. [37]. In the case of 3D geometries, the camber surface is defined
using a bi-quartic B-spline. Similarly, the upper and lower sides of the
3D geometry are defined using B-spline surfaces of fourth order.

The sensitivities of the design surfaces with respect to the design
variables, namely the CAD sensitivities

(

d𝐗surf
d𝜶

)

, are computed using
he complex-step method [45] that guarantees second-order accuracy.
hanks to the CAD parametrization, arbitrary geometric constraints (𝐜g)

and their sensitivities
( d𝐜g

d𝜶

)

can be directly computed differentiating
the NURBS curves.

2.3. Mesh deformer

Mesh deformation is performed using the linear elasticity equa-
tions [46] in which the surface deformation is imposed as a Dirichlet
boundary condition. This method, available within SU2, has been
proven efficient and robust to handle the deformation of complex
meshes. However, for large deformations, the mesh quality may be

compromised.

3 
2.4. Flow solver

Incompressible RANS simulations are performed using SU2 [38,
47] to assess the thermal-hydraulic performance of HEXs. The dis-
cretized form of the RANS equations is obtained using a finite volume
method, in which the convective fluxes are reconstructed with the Flux-
Difference-Splitting (FDS) method [48], and the MUSCL [49] approach
is used to achieve second-order accuracy. The spatial gradients are
computed using the Green–Gauss [50] method. The turbulence effects
are modeled with the Spalart–Allmaras [51] model, and full resolution
of the boundary layer is achieved by prescribing 𝑦+ < 1 at the heat
transfer surfaces. The steady-state solution is achieved using a time-
marching scheme with Euler implicit time integration. Overall, the
linearized governing equations are solved using the flexible generalized
minimum residual (FGMRES) method [52] with an ILU preconditioner.

2.5. Adjoint solver

The sensitivities of the cost functions with respect to the mesh coor-
dinates

(

d𝐽
d𝐗vol

, d𝑐f
d𝐗vol

)

are computed using the discrete adjoint method,

and the numerical derivatives are obtained by means of the reverse
mode of the open-source algorithmic differentiation tool CoDiPack
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Table 1
Design variables for the 2D camberline-thickness parametrization.

Variable name Symbol(s)

Leading edge abscissa and ordinate 𝑥in , 𝑦in
Axial chord length 𝑐ax
Stagger angle 𝜉
Inlet and exit metal angles 𝜃in , 𝜃out
Inlet and exit tangent proportions 𝑑in , 𝑑out
Inlet and exit radii of curvature 𝑟in , 𝑟out
Upper and lower thickness distributions 𝑡u , 𝑡l

[53], available within SU2. The formulation of the adjoint equations
and their implementation in SU2 are documented in Ref. [54]. The
discretization schemes used for the adjoint equations are the same as
those used for the flow equations.

2.6. Sensitivity computation for optimization of multiple heat transfer sur-
faces

Multiple design surfaces are represented by a consistent
parametrization method (CP), i.e., a method exploiting the same set
of CAD parameters for each surface. This choice implies that the CAD
parameters of a HEX configuration with identical pins or tubes are the
same for all surfaces, apart from the leading edge coordinates. When
concurrently optimizing multiple surfaces, the design sensitivities of
the various surfaces typically differ due to the varying local flow
conditions. Therefore, it can be hypothesized that performing shape
optimization in which each heat transfer surface is separately optimized
can provide significantly improved HEX performance. In order to
verify such a hypothesis, two formulations of the same optimization
problem are conceived, termed consistent parametrization with local
sensitivities (CP-LS) and consistent parametrization with averaged sen-
sitivities (CP-AS). In the CP-LS formulation, each geometry is optimized
independently from the others, in accordance with the computed values
of the gradient. Conversely, in the CP-AS, the sensitivities of the cost
functions are averaged, yielding to

d𝑓
d𝜶𝑖

= 1
𝑁

𝑁
∑

𝑗=1

d𝑓
d𝜶𝑗

𝑖

, (2)

where 𝑓 is the cost function, 𝑖 indicates the design variable, 𝑁 is the
total number of design surfaces, and 𝑗 denotes the design surface. Note
that, with this method, identical shapes are obtained if the initial HEX
configuration features the same geometry of pins or tubes.

Additionally, sensitivity averaging is performed to prevent asym-
metric tube shapes during the optimization due to numerical inac-
curacies and discretization errors. To this purpose, the sensitivities
corresponding to the design variables of the upper and lower thickness
distributions are averaged using the following equation

d𝑓
d𝜶𝑖

= 1
2

(

d𝑓
d𝜶𝑢

𝑖
+

d𝑓
d𝜶𝑙

𝑖

)

(3)

where 𝑖 is the index of the design variable in the thickness distribution
array, and superscripts 𝑢, 𝑙 indicate the upper and lower surface of the
tube.

3. Case study

3.1. Tubular heat exchanger geometry

The optimization framework is applied to a bare-tube air-to-fluid
heat exchanger configuration. Bare tube heat exchangers, used as ra-
diators, evaporators, and condensers, are promising in automotive and
aerospace applications because of their lower weight and pressure drop
compared to the conventional mini/micro-channel HEX [15,16]. The
focus in this case study is on improving the air-side performance of such
4 
Table 2
Parameters defining the tube bundle configuration of the case study.

Design variable Description Value [×10−3 m]

ht Height 1.1
wt Width 3.0
𝛿t Thickness 0.3
Pl Longitudinal tube pitch 2.4
Pt Transverse tube pitch 2.2
d HEX width 17.4

Table 3
Thermo-physical properties of air at 313 K.

Density (𝜌) Specific heat (𝐶p) Viscosity (𝜇) Thermal conductivity (𝑘)
[kg/m3] [J/(kg K)] [Pa s] [W/(m K)]

1.1275 1006.9 1.9148 × 10−5 0.0271

HEX given that their design is largely driven by the heat transfer and
pressure losses in the airflow. The test case is inspired by the bare-tube
radiator in Ref. [15] for which experimental data is available. The tubes
are arranged in a staggered layout, resulting in a design that delivers a
heat load comparable to that of conventional mini/micro-channel HEX
while having a lower air-side pressure drop. The geometry arrangement
consists of 7 ranks of tubes in the streamwise direction, as shown in
Fig. 3, while Table 2 presents the dimensions of the baseline geometry.

3.2. Numerical model

Since the case study focuses on improving the hydraulic perfor-
mance of the air-side of the radiator and the temperature change of
the working fluid inside the tubes is much lower than that of the air-
flow, isothermal wall boundary conditions are applied on the external
surface of the tubes. Fig. 4 depicts the computational domain with the
boundary markers. The inflow (1wt ) and outflow (3wt ) boundaries of
the domain were placed sufficiently far from the tubes to avoid any
flow disturbance.

The boundary conditions for this case study correspond to an air
volume flow rate of 0.03 m3/s. A velocity of 3 m/s and a temperature
of 300 K were prescribed at the inlet. The free-stream turbulence
intensity at the inlet was 5%, and the turbulent to laminar viscosity
ratio was 10. The atmospheric pressure value was imposed on the outlet
boundary by setting a gauge pressure value of 0 Pa, while the top and
bottom boundaries were set as periodic boundaries. At the tube walls,
a constant temperature of 350 K and no-slip boundary conditions were
imposed. Overall, the test case is characterized by a Reynolds number
of 530 by taking as characteristic length the major axis of the tube
and as velocity the free-stream velocity. In all simulations, the fluid
properties were assumed to be constant. Table 3 shows the values of the
fluid properties at ambient pressure and a temperature of 313 K, which
is approximately the average temperature value in the computational
domain.

The flow around the tube bundle was solved by means of RANS
equations using the numerical schemes described in Section 2.4. A
CFL number of 10 was selected for the optimization study to ensure
the stability of the convergence process. The maximum number of
iterations per cycle of the FGMRES linear solver was set to 10 with a
convergence tolerance of 10−4. The flow simulations were terminated
once the residuals of the governing equations were reduced by 5 orders
of magnitude.

3.3. Grid independence study and model verification

The variation of the performance parameters – pressure drop and
heat transfer rate – with mesh density was investigated. For this pur-
pose, five unstructured hybrid meshes were generated using a commer-

cial meshing tool [55]. The meshes comprise quadrilateral elements
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Fig. 3. Illustration of tubular heat exchanger geometry from Ref. [15].
Fig. 4. Computational domain (with boundary markers) corresponding to the baseline design of the selected test case.
Fig. 5. Variation of performance parameters with mesh density.
around the walls and triangular elements in the rest of the domain, see
Fig. 6. The mesh refinement strategy was such that the average element
size was halved while the inflation layer thickness and progression were
kept consistent across the different meshes. This was done to cluster the
mesh cells to guarantee y+ values less than 1 close to walls.

The air-side pressure drop in the heat exchanger was estimated
from the pressure difference between the inlet and the outlet in the
computational domain using Eq. (4), while the heat transfer rate of the
heat exchanger was calculated from the average temperature increase
from the inlet to the outlet using Eq. (5). The variation of the estimated
pressure drop and heat transfer rate with the mesh density is shown
in Fig. 5, where a monotonic convergence of both quantities can be
observed. For the purpose of the study, the mesh with about 94,000 el-
ements was selected (shown in Fig. 6) as the deviations of pressure drop
and heat transfer rate compared to the finest mesh are approximately
0.8% and 0.2%, respectively.

𝛥𝑃air = 𝑃in − 𝑃out . (4)

�̇� = �̇�𝐶p(𝑇out − 𝑇in). (5)

Furthermore, comparing the simulation output using the selected
mesh to the experimental and numerical results published in Ref. [15],
it was observed that the pressure drop was under-predicted by about
1.5% and 5%, respectively. Conversely, the heat transfer coefficient
was over-predicted by roughly 7.5% and 2%. These discrepancies are
relatively low, and they can be attributed to measurement uncertainty
as well as the choice of the turbulence model, the assumption of
constant air properties, and differences in the numerical setup. It can
be concluded that the CFD model is reliable for the application at hand.
5 
3.4. Optimization problem

The objective of the optimization is to minimize the pressure drop
across the heat exchanger while maintaining a minimum required
heat transfer rate. The mathematical formulation of the optimization
problem is as follows

min
𝜶

𝛥𝑃air (𝜶), (6)

subject to �̇� ≥ �̇�0, (7)
𝑎 ≥ 𝑎0, (8)

where 𝜶 represents the design variables, 𝛥𝑃air is the air-side pressure
drop, �̇� is the heat transfer rate (computed using Eq. (5)), �̇�0 is the
heat transfer rate of the baseline design, 𝑎 is the area enclosed within
each tube and 𝑎0 is the area enclosed within each tube of the baseline
geometry. Such area constraint is specified to prevent the pressure drop
of the fluid flowing within the tubes (not modeled) from deviating
significantly from that of the baseline geometry. A tolerance of 1.5%
and 0.5% is assigned to the values of the heat transfer and area
constraint to improve the robustness of the optimization.

Two variants of the optimization problem are formulated, which
differ in the method adopted for sensitivity computation as described
in Section 2.6. The first setup utilizes the CP-AS method, which results
in tubes of identical shapes, while the second one adopts the CP-LS
method, resulting in non-identical tube configurations.

3.4.1. Design variables
The design variables are the CAD parameters defining the upper

and lower thickness distributions around the camberline. As the tubes
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Fig. 6. Discretized flow domain selected from the grid independence study.
Table 4
Thickness values for the upper and lower profile of the baseline
tube geometry (identical for all tubes).

Design variable (𝑡u∕l𝑖 ) Thickness [m]

𝑡1 3.284 × 10−4

𝑡2 2.910 × 10−4

𝑡3 5.204 × 10−4

𝑡4 6.432 × 10−4

𝑡5 3.468 × 10−4

𝑡6 3.268 × 10−5

𝑡7 1.000 × 10−9

𝑡8 6.391 × 10−6

are symmetric with respect to the main axis, each design surface is
described by eight independent parameters 𝑡u∕l,𝑗𝑖 where 𝑖 denotes the
parameter index in the upper/lower distribution array and 𝑗 denotes
the tube number as per the labels shown in Fig. 6(a). The values of
the design variables corresponding to the baseline configuration are
listed in Table 4. Bounds are imposed on the design variables to avoid
unfeasible shapes and issues related to the intersection of the tube
surfaces.

3.4.2. Constraints
The geometric constraint imposed on the tube cross-section is com-

puted using the shoelace formula [56]. According to this formula, for a
given set of 𝑝 vertices (𝑥𝑖, 𝑦𝑖) of any non-intersecting polygon, ordered
in a clockwise or counterclockwise manner, the area 𝑎 can be computed
as:

𝑎 = 1
2

|

|

|

|

|

|

𝑝−1
∑

𝑖=1
(𝑥𝑖𝑦𝑖+1 + 𝑥𝑝𝑦1) −

𝑝−1
∑

𝑖=1
(𝑦𝑖𝑥𝑖+1 + 𝑦𝑝𝑥1)

|

|

|

|

|

|

. (9)

By this method, the area enclosed within a polygon is computed
by the sum of the area of the triangles formed by the origin with
two vertices of the polygon in a sequential order. Fig. 7 illustrates
the area calculation method for an arbitrary polygon with ten vertices
arranged in the counterclockwise direction. The sensitivities of the area
constraint with respect to the design variables are computed using the
complex-step method.
6 
Fig. 7. Illustration of the use of the shoelace method for calculating area of 2-D
enclosed polygon.

4. Results

4.1. Gradient verification

To verify the gradient values obtained using the adjoint (ADJ)
method, they are compared to those computed using the finite dif-
ference (FD) method. The step sizes chosen for the finite difference
method were 0.05% and 0.01% for the cost functions of pressure
drop and heat transfer rate, respectively. These values of step sizes
were chosen after performing a parametric analysis. The value of the
gradients of both the pressure drop and heat transfer rate with respect
to the design variables

(

d𝑓
d𝜶

)

computed with the two methods are
displayed in Fig. 8.

As seen from Fig. 8, the gradient values for the cost functions
computed by the adjoint method are quantitatively in agreement with
those computed by the finite difference method. An average deviation
of less than 5% was obtained for all the design variables, apart from
𝑡u∕l,𝑗7 . For the chosen step size, the design variables 𝑡u∕l,𝑗7 show the largest
discrepancies as their values are orders of magnitude smaller than the
other design variables (see Table 4). Increasing the step size of the FD
method would reduce the discrepancy observed for 𝑡u∕l,𝑗7 , but will affect
the gradient estimation for the other variables. Overall, the gradients
obtained using the design chain are deemed sufficiently accurate for
the optimization study.
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Fig. 8. Gradient verification plots for the cost functions in the optimization case study.
4.2. Optimization results

The optimization results are presented for the two cases described
earlier in Section 3: identical (CP-AS) and non-identical tubes (CP-LS).
The plots in Fig. 9 illustrate the convergence trend of the optimization
problem. Both the objective function and the constraints are displayed.
As can be observed, for the case with identical tubes, a 19.41% perfor-
mance improvement is achieved in 11 design iterations. In the second
case, instead, a reduction of total pressure loss of about 25% is obtained
in 19 design iterations. The computational time required for each flow
and adjoint simulation was ∼10 min on a workstation with Intel Xeon
Gold 5220R (2.2 GHz) processor having 192 GB memory. The case
with identical tubes leads to a faster optimization convergence due to
fewer distinct design variables as a result of the sensitivity averaging.
Furthermore, Fig. 9 illustrates that the optimum design in the identical
tubes case achieves a heat transfer rate about 0.5% lower than the
baseline design, thereby not fully utilizing the allowed tolerance of
about 1.5%. In both cases, however, the prescribed constraints on the
heat transfer rate and the area enclosed within the tubes are satisfied by
the optimization process. Thus, the pumping losses are reduced while

maintaining the required heat transfer rate.

7 
Fig. 10 shows the baseline and optimal tube bundle configurations.
Compared to the prominently front-loaded tube shapes in the baseline
design, the optimum solution with identical tubes exhibits a slender
profile, leading to a more aerodynamic shape. In the non-identical tube
case, a similar pattern is obtained for the shapes of tubes 2–6 (see tube
labels in Fig. 6(a)). Tubes 1 and 7 have different shapes, accounting for
the local flow conditions, namely the entrance and exit effects for the
tube bundle.

Fig. 11 illustrates the variation of the normalized flow passage area
in the streamwise direction for the three designs. As seen from Fig. 11,
the baseline design features a higher metal blockage, which induces
higher velocity peaks, thus higher fluid-dynamic losses. The more
significant geometrical differences between the two optimal designs are
related to the geometry of the last tube, in particular, the slender profile
of the last tube (Tube 7) featured in the non-identical configuration
guarantees a more gradual flow diffusion process downstream of the
tube bundle.

The contours of the flow properties – velocity, pressure, and tem-
perature – for the three designs are shown in Fig. 12. The velocity
contours (see Fig. 12(b)) substantiate the trends observed by the area-
variation plot in Fig. 11. The baseline design has higher velocities in
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Fig. 9. Optimization history plots depicting the evolution of cost functions with design iterations.
Fig. 10. Comparison of the baseline tube bundle geometry with optimum designs having identical and non-identical tubes.
Fig. 11. Comparison of the normalized flow passage area variation between the baseline design and the optimum designs having identical and non-identical tubes.
he flow region between the end of a tube row and the leading edge
f the following one compared to the optimum designs. Comparing
he local velocities around the upstream half of Tube 7, it can be
bserved that the local velocity magnitudes are the lowest for the non-
dentical design. Moreover, the gradual increase of the tube thickness
or the optimum designs eliminates the region of adverse pressure
radient observed in the baseline design due to the large curvature
t the leading edge for the baseline tube shapes. Fig. 12(a) depicts
he pressure contours for the three designs where the flow stagnation
egions can be qualitatively noted. The temperature contours for the
esigns are shown in Fig. 12(c). Qualitatively the three different tube
eometries result in similar temperature contours, as the heat transfer
ate is constrained along with the internal area for each tube.

Furthermore, the flow properties are sampled at various locations
long the streamlines as well as the tube surfaces. Fig. 13 shows the
low properties – velocity, pressure, and temperature – at the locations
8 
A to E (see Fig. 6(a)) in the flow domain. All the locations are equidis-
tant from one another and locations B, C, and D are located at half of
the chord length of the tubes 2, 4 and 6, respectively. As observed in the
plots of the velocity field, the maximum observed velocity is reached at
location D. The maximum velocity is the highest for the baseline design,
while it is minimized by the design with non-identical tubes. At location
C, the identical and non-identical tubes have similar peak velocity mag-
nitudes which are lower than that estimated for the baseline geometry.
The trend in the pressure drop across the tube bundle is the same for
all the designs: the pressure drop is highest between locations A and B,
and lowest between locations D and E. At locations D and E, the local
gauge pressure values are negative, and the pressure recovery occurs
after location E. The same consideration is applied to the temperature
profiles as shown in Fig. 13. The temperature rise across the tube ranks
is nearly identical for all the designs implying that the average heat
transfer coefficient does not change significantly with tube shape as
the heat transfer rate is constrained.
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Fig. 12. Comparison of pressure, velocity, and temperature fields between the baseline design and optimum designs with identical and non-identical tubes.
The distribution of the pressure coefficient (𝐶p) and the heat flux
(𝑞′′) on the surfaces of different tubes is displayed in Fig. 14. The 𝐶p
distribution for the baseline design reveals a sharp drop of this quantity
near the leading edge followed by a limited recovery, thus indicating
that the region of adverse pressure gradient and flow deceleration
extends till the rear-end of the tube. Conversely, for the optimum
designs, the 𝐶p decreases smoothly and stays relatively constant in
the second half of tubes 3, 5, and 7. Tube 1 of the solution with
non-identical tubes exhibits a sharper decrease in 𝐶p at the leading
edge than the identical tube, but the extent of the region with adverse
pressure gradient is much smaller, resulting in lower drag forces. The
heat flux for the optimum designs at tubes 3 and 5 exhibits overlapping
distribution. In the case of tube 1, the average heat flux is the highest
for the optimum solution with identical tubes, while for tube 7, the non-
identical design results in higher heat flux values, though the difference
in heat flux remains small.

4.3. Entropy generation analysis

To further compare the optimum designs, the fluid-dynamic perfor-
mance of the different HEX configurations is characterized by perform-
ing a loss breakdown analysis based on entropy generation. The change
of entropy along the flow path occurs because of irreversible processes
associated with viscous dissipation and heat transfer across finite tem-
perature differences, as well as due to reversible heat transfer. The total
rate of entropy generation across an arbitrarily defined control volume
can therefore be written as

�̇� = �̇� + �̇� . (10)
total irr rev

9 
The rate of irreversible entropy generation is the result of two
contributions: the first one (�̇�irr−ht ) due to the fact that the heat transfer
occurs over a finite temperature difference, and the second one due to
viscous stresses (�̇�visc). Therefore, the irreversible entropy generation
can be written as

�̇�irr = �̇�irr−ht + �̇�visc. (11)

These two terms can be estimated for a two-dimensional flow field
using the following equations [57],

�̇�′′′
irr−ht =

𝑘
𝑇 2

[

( 𝜕𝑇
𝜕𝑥

)2
+
(

𝜕𝑇
𝜕𝑦

)2
]

, (12)

�̇�′′′
visc =

2𝜇
𝑇

[

( 𝜕𝑢
𝜕𝑥

)2
+
(

𝜕𝑣
𝜕𝑦

)2
+ 1

2

(

𝜕𝑢
𝜕𝑦

+ 𝜕𝑣
𝜕𝑥

)2
]

, (13)

where �̇�′′′ indicates the volumetric rate of entropy generation, 𝑘 is
the effective thermal conductivity, 𝜇 is the effective dynamic viscosity,
𝑇 is the temperature and (𝑢, 𝑣) are the x,y components of velocity.
The rate of entropy generation �̇� is computed by integrating �̇�′′′

over the control volume of interest. This integration is performed by
multiplying local �̇�′′′ values by their corresponding mesh element areas
and summing across the entire control volume, considering unit length
in the 𝑧-direction.

The analysis of entropy generation across the tube bundle provides
insight into the loss mechanisms occurring in the flow, the location of
the highest irreversibilities, as well as the impact of shape optimiza-
tion on their reduction. The rate of irreversible entropy generated in
the computational domain for the three cases, estimated according to
Eqs. (12) and (13), are tabulated in Table 5. As can be seen from
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Fig. 13. Variation of flow properties at different locations (A-E) in the flow domain.

Fig. 14. Comparison of the variation of pressure coefficient and heat flux on tube surfaces between the baseline design and the optimum designs.
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Fig. 15. Volumetric entropy generation rate due to viscous dissipation and subdivision of the flow domain in the four zones used to analyze the irreversible entropy generation
along the airflow path.
Table 5
Irreversible entropy generation in the flow solution of the three
designs due to heat transfer and viscous stresses.
Case �̇�irr,ht [W/K] �̇�irr,visc [W/K]

Baseline 7.761 × 10−2 1.158 × 10−3

Identical 7.727 × 10−2 9.371 × 10−4

Non-identical 7.712 × 10−2 8.699 × 10−4

Fig. 16. Zone-wise irreversible entropy generation due to viscous stresses normalized
with respect to one in the entire computational domain for the baseline case.

the table, the difference in �̇�irr−ht between the baseline design and
the optimum designs is less than 0.75%. This is because the heat
transfer does not vary significantly among the design solutions, being
constrained to the baseline value in the definition of the optimization
problem. However, there is a significant difference in the �̇�visc values.
For the solution with identical optimum tubes, the entropy generation
rate due to viscous dissipation is about 19% lower than that for the
baseline, while for the non-identical case, the decrease is almost 25%.
The obtained reductions are proportional to the differences in the
pressure drop values.

Fig. 15 shows the contour of the rate of entropy generation due
to viscous stresses (�̇�′′′

visc) for the three designs. Higher values of �̇�′′′
visc

are observed within boundary layers in proximity of the regions where
the flow acceleration is higher. This is especially visible in the region
following the leading edges of the tubes. Additionally, the interface
between the free stream and the wake features a higher rate of en-
tropy generation, indicating mixing losses. To analyze the irreversible
entropy increase along the flow path and the impact of each tube on
loss generation, the computational domain is divided into four zones,
as shown in Fig. 15.

The results are shown in the bar chart of Fig. 16. The rate of entropy
generation due to viscous effects in each zone (�̇�visc,zone) and for each
design is normalized with respect to the overall entropy generation
11 
rate due to viscous shear computed for the baseline case (�̇�visc,base).
The optimized tube geometries minimize the entropy generation rate
in each zone. In Zone 2 and Zone 3, there is no appreciable difference
in the reduction of entropy generation for the optimal case with non-
identical tubes versus the one with identical tubes. In Zone 1, the
entropy generation rate for the optimum configuration with identical
tubes is 20% lower compared to the baseline geometry, and 24% lower
for that with non-identical tubes. Most of the decrease in entropy gener-
ation is attributed to the change of shape of the last tube. The reduction
in entropy generation rate is, respectively, 18.4% and 33.8% compared
to the baseline case. From these findings, it can be concluded that
an adjoint-based optimization method, enabling the simultaneous and
independent optimization of bare tubes, can lead to heat exchangers
with significantly better thermal-hydraulic performance.

5. Conclusions

The objective of this work was to propose a method to perform
adjoint-based shape optimization of multiple heat transfer surfaces
represented with a CAD-based parametrization. For this purpose, an au-
tomated design chain, consisting of the open-source CFD suite SU2 [38]
and NURBS-based CAD parametrization [37], and implemented in a
python-based framework, was applied to an exemplary bare-tube heat
exchanger. Using such a design chain, multiple heat transfer surfaces
were optimized concurrently with the objective of reducing air-side
pressure drop while constraining the heat transfer rate and the tube
cross-section internal areas. Two variations of the optimization problem
are investigated in the study: one utilizing averaged sensitivities and
the other utilizing local sensitivities, resulting in an optimum solution
with identical and non-identical tube shapes, respectively.

The conclusions from the research presented in this manuscript are
as follows:

1. Optimum designs were obtained with 11 and 19 design iterations
for the case with identical and non-identical tubes, respectively.
The case with identical tubes leads to a faster optimization
convergence due to fewer distinct design variables as a result
of the sensitivity averaging.

2. The performance improvements for the cases with identical and
non-identical tubes were 19.41% and 25.05% respectively. In
the case of non-identical tubes, the first and the last tube in
the streamwise direction exhibited a large difference in shape
to optimize the flow cross-sectional area variation along the
streamwise direction, thus leading to a smoother flow acceler-
ation.

3. Zone-wise entropy generation analysis demonstrated that using
the second law of thermodynamics helps identify the effect of in-
dividual tube shapes on performance improvement. The entropy
generation due to viscous dissipation in Zone 4, containing the
last full tube in the computational domain, was for the cases of
identical and non-identical tubes 18.4% and 33.8% lower than
the baseline, respectively.
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Overall, using the proposed method, concurrent optimization of
tubular HEX using local sensitivities, resulting in non-identical tube
shapes, leads to higher design improvement when compared to iden-
tical shapes, with limited impact on the computation cost.

A key challenge faced in this study involving many design variables
in the optimization process was linked with large mesh deformations in
the intermediate design evaluations. One approach to tackle this chal-
lenge was setting appropriate bounds on design variables. Moreover,
the mesh quality resulting from large mesh deformations is an impor-
tant aspect that needs to be considered in future studies. Additionally,
the layout of the tubes was kept fixed, so the effect of the tube bundle
configuration on heat exchanger performance was not investigated in
this study.

Future work will focus on simulating conjugate heat transfer for 3D
shape optimization with CAD-based parametrization of heat transfer
surfaces.
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