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Abstract

State-of-the-art machine-learned controllers for autonomous
systems demonstrate unbeatable performance in scenarios
known from training. However, in evolving environments—
changing weather or unexpected anomalies—, safety and in-
terpretability remain the greatest challenges for autonomous
systems to be reliable and are the urgent scientific challenges.
Existing machine-learning approaches focus on recovering
lost performance but leave the system open to potential safety
violations. Formal methods address this problem by rigor-
ously analysing a smaller representation of the system but
they rarely prioritize performance of the controller.
We propose to combine insights from formal verification and
runtime monitoring with interpretable machine-learning de-
sign for guaranteeing reliability of autonomous systems.

New Faculty Highlights: Extended abstract
A possible way to address the problem of real-time reliabil-
ity of machine-learned controllers is to introduce a monitor,
a piece of software that observes the system and detects dan-
gerous violations automatically given a carefully designed
safety specification. This may already help, however, there
are several scientific challenges on the way.

To design a monitor, we need to express what a controller
knows on an abstract level capturing only the knowledge
critical for satisfying a given runtime specification. In our
previous work (Henzinger, Lukina, and Schilling 2020), we
tackled a similar problem for neural networks, where we ab-
stracted the latent knowledge during training. We then used
this abstraction for detecting latent behavior deviating from
trained knowledge in prediction time. In general, the ab-
stracted controller may be based on an arbitrary black box.

As we showed in our previous work (Alamdari et al.
2020), decision trees can approximate the knowledge of
the black-box reinforcement-learned controllers and reveal
safety vulnerabilities. These can further serve as specifica-
tion for formal synthesis of correct-by-design controllers.
Viewing decision-tree learning as a mathematical optimiza-
tion problem with an objective function and a set of con-
straints, we can satisfy the given specification precisely.
However, most decision tree works, including our own
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Figure 1: Runtime monitoring machine-learned controllers
based on interpretable abstractions and reporting violations
of the safety property φ to human operators.

(Demirović et al. 2022), primarily focus on classical metrics
from machine learning rather than formal safety.

One inherent problem of monitors is that they may not be
able to recognize things beyond their specification. If after
failure inspection and possible repair the safety specification
changes, the monitor should be able to adapt to this feed-
back. This can be done efficiently for neural networks using
active learning (Lukina, Schilling, and Henzinger 2021), and
potentially for black-box controllers.

This research is aimed to fuel the discussion about the
open challenges in the intersection of formal methods and
machine learning.
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