
 
 

Delft University of Technology

Metal–Insulator Transitions in Heterostructures of Quantum Materials

Mattoni, Giordano

DOI
10.4233/uuid:695c7410-ac2d-4fee-879b-2501a0d72421
Publication date
2017
Document Version
Final published version
Citation (APA)
Mattoni, G. (2017). Metal–Insulator Transitions in Heterostructures of Quantum Materials. [Dissertation (TU
Delft), Delft University of Technology]. https://doi.org/10.4233/uuid:695c7410-ac2d-4fee-879b-
2501a0d72421

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.4233/uuid:695c7410-ac2d-4fee-879b-2501a0d72421
https://doi.org/10.4233/uuid:695c7410-ac2d-4fee-879b-2501a0d72421
https://doi.org/10.4233/uuid:695c7410-ac2d-4fee-879b-2501a0d72421


Metal–Insulator Transitions in
Heterostructures of Quantum Materials

Giordano Mattoni





METAL–INSULATOR TRANSITIONS IN
HETEROSTRUCTURES OF QUANTUM MATERIALS

Proefschrift

ter verkrijging van de graad van doctor
aan de Technische Universiteit Delft,

op gezag van de Rector Magnificus Prof. Ir. K.C.A.M. Luyben,
voorzitter van het College voor Promoties,

in het openbaar te verdedigen op maandag 18 december 2017 om 10:00 uur

door

Giordano MATTONI

Master of Science in Materials Science and Technology,
Tor Vergata University, Rome, Italy,

geboren te Rome, Italië.



This dissertation has been approved by

Promotor: Prof. Dr. Ir. H. S. J. van der Zant
Copromotor: Dr. A. D. Caviglia

Composition of the doctoral committee:

Rector Magnificus, Voorzitter
Prof. Dr. Ir. H. S. J. van der Zant, Technische Universiteit Delft
Dr. A. D. Caviglia, Technische Universiteit Delft

Independent Members:
Prof. Dr. M. Bibes, Unité Mixte de Physique CNRS/Thales
Prof. Dr. Y. Blanter, Technische Universiteit Delft
Prof. Dr. A. Filippetti, University of Cagliari
Prof. Dr. N. Pryds, Technical University of Denmark
Prof. Dr. Ir. G. Rijnders, University of Twente
Prof. Dr. Ir. P. G. Steeneken, Technische Universiteit Delft (reserve)

Keywords: Quantum materials, metal–insulator transitions, X-ray photoemission
electron microscopy, low-temperature electronic transport, complex
oxide heterostructures

Printed by: Gildeprint, Enschede

Front & Back: Photoelectron emission microscopy of metallic (blue) and insulating
(orange) nanodomains in heteroepitaxial nickelates. Multiple "grain
boundaries" are artificially created in image post processing.

Copyright © 2017 by G. Mattoni

Casimir PhD series 2017-46
ISBN 978-90-8593-330-4

An electronic version of this dissertation is available at
http://repository.tudelft.nl/.

http://repository.tudelft.nl/


To those who explore—
cos they make innovation possible





CONTENTS

List of abbreviations ix

Summary xi

Samenvatting xiii

1 Introduction 1
1.1 The many WHYs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Why materials?. . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Why quantum materials? . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3 Why heterostructures? . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.4 Why metal–insulator transitions? . . . . . . . . . . . . . . . . . . 5

1.2 The materials making up this thesis. . . . . . . . . . . . . . . . . . . . . 7
1.2.1 Nickelates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Tungsten trioxide . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.3 The LAO/STO conductive interface . . . . . . . . . . . . . . . . . 10

1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Striped nanoscale phase separation in nickelates 15
2.1 Sample characterisation . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Imaging contrast mechanism . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Nanoscale evolution of the MIT . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 MIT through bulk and surface techniques . . . . . . . . . . . . . . . . . 22
2.5 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.7 Supplementary information . . . . . . . . . . . . . . . . . . . . . . . . 25

2.7.1 PEEM contrast change with temperature . . . . . . . . . . . . . . 26

3 Light control of nickelates phase separation 29
3.1 Light effects on the MIT . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 MIT cycles with photoexcitation . . . . . . . . . . . . . . . . . . . . . . 32
3.3 Transient heating by transport . . . . . . . . . . . . . . . . . . . . . . . 33
3.4 Laser heating simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.5 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.6 Supplementary information . . . . . . . . . . . . . . . . . . . . . . . . 37

3.6.1 Laser heating model . . . . . . . . . . . . . . . . . . . . . . . . . 40

4 Charge doping and large lattice expansion in WO3 45
4.1 Film growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Experimental characterisation . . . . . . . . . . . . . . . . . . . . . . . 47

4.2.1 X-ray diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

vii



viii CONTENTS

4.2.2 Electrical transport. . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Ab initio calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5 Supplementary information . . . . . . . . . . . . . . . . . . . . . . . . 55

4.5.1 Additional ab initio calculations . . . . . . . . . . . . . . . . . . . 61

5 Insulator-to-metal transition induced by WO3 overlayers 65
5.1 Structural characterisation . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2 Insulator-to-metal transition . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3 Magnetotransport. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4 Temperature-dependent magnetotransport . . . . . . . . . . . . . . . . 72
5.5 Quantum oscillations of conductance . . . . . . . . . . . . . . . . . . . 73
5.6 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.7 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.8 Supplementary information . . . . . . . . . . . . . . . . . . . . . . . . 77

5.8.1 SdH oscillations with two-channel magnetoresistance. . . . . . . . 85

6 Hydrogen sensing with heteroepitaxial WO3 89
6.1 Material preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2 WO3 response to hydrogen . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.3 Hydrogen sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.4 Kinetic model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.5 Temperature-dependent electrical transport . . . . . . . . . . . . . . . . 97
6.6 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.7 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.8 Supplementary information . . . . . . . . . . . . . . . . . . . . . . . . 99

6.8.1 Model for hydrogen reaction kinetics . . . . . . . . . . . . . . . . 104
6.8.2 Model for activated electrical transport . . . . . . . . . . . . . . . 105

7 Conclusions and perspectives 107
7.1 Nickelates for neural networks and ultra-fast switches . . . . . . . . . . . 108
7.2 Towards ballistic transport at oxide interfaces. . . . . . . . . . . . . . . . 109
7.3 WO3 for hydrogen sensing, nano-ionics and beyond . . . . . . . . . . . . 112

A Classical magnetotransport formulas 115
A.1 Charge transport for a single conduction channel. . . . . . . . . . . . . . 115
A.2 Multichannel transport . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
A.3 Calculated Hall effect and magnetoresistance. . . . . . . . . . . . . . . . 119

References 123

Curriculum vitæ 135

List of publications 137

Acknowledgements 139



LIST OF ABBREVIATIONS

2DES two-dimensional electron system

a.u. arbitrary units

AFM atomic force microscopy

CH atomic hydrogen concentration in the material lattice

CH2
molecular hydrogen concentration in gas phase

cps counts per second

DFT density functional theory

EELS electron energy loss spectroscopy

FT Fourier transform

FY fluorescence yield

LAO LaAlO3

MIT metal–insulator transition

MR magnetoresistance

NNO NdNiO3

PEEM photoemission electron microscopy

PLD pulsed laser deposition

pO2
oxygen pressure during PLD growth

ppm parts per million

r.l.u. relative lattice units

RHEED reflection high-energy electron diffraction

RRR residual resistivity ratio

SdH Shubnikov–de Haas

STO SrTiO3

TEM transmission electron microscopy

TEY total electron yield

uc unit cell

XAS X-ray absorption spectroscopy

XRD X-ray diffraction

XRR X-ray reflectivity

ix





SUMMARY

This thesis is an experimental investigation of the physical properties of different tran-
sition metal oxide ultra-thin films. A common feature of these various materials and
structures is that they exhibit a solid-state phase transition from a metallic to an insu-
lating state, which is triggered upon changing sample composition, or by varying an
external stimulus such as temperature, illumination or gas pressure. The results are
achieved using several experimental techniques and theoretical support, ranging from
thin film growth by pulsed laser deposition, material structural characterisation and
nanodevice fabrication to low-temperature magnetotransport, density functional the-
ory calculations, synchrotron microscopy and gas sensing.

Chapter 1 provides a general overview of the research covered in this thesis, followed
by a brief introduction to the different materials of interest, namely rare-earth nicke-
lates, tungsten trioxide WO3 and the two-dimensional electron gas at the LaAlO3/SrTiO3
interface.

Chapter 2 makes use of X-ray photoemission electron microscopy to visualise the
coexistence of metallic and insulating nanodomains across the metal–insulator transi-
tion of heteroepitaxial nickelates. A direct relationship between structural and electronic
properties is found, which manifests itself in the preferential nucleation of insulating
nanodomains along the surface terraces.

Chapter 3 explores the effect of illumination with short laser pulses on the phase-
separated state in heteroepitaxial nickelates. By tuning the laser intensity, reversible
control over the phase separation is achieved, which is described in terms of thermal
effects on different timescales.

Chapter 4 deals with tungsten trioxide WO3, a perovskite material with important
prospects for applications such as optoelectronic or electrochromic devices. High-quali-
ty ultra-thin films are grown by pulsed laser deposition and their structural and elec-
tronic properties are investigated. By regulating the formation of oxygen vacancies dur-
ing material growth, a large lattice expansion along with charge doping are observed.

Chapter 5 discusses how amorphous WO3 overlayers can be employed to induce a
two-dimensional electron system with very high mobility at LaAlO3/SrTiO3 interfaces.
A strong magnetoresistance, presence of multiple conduction channels and quantum
oscillations of conductance are among the several interesting properties measured in
this system.

Chapter 6 presents the use of WO3 single-crystal thin films for H2 gas sensing appli-
cations. By monitoring the change in resistivity induced by the platinum-catalysed in-
tercalation of hydrogen in the WO3 lattice, very low gas concentrations can be detected
at room temperature and in a fully reversible process.

Chapter 7 concludes this work by summarising the most important findings of the
previous chapters, and providing perspectives for future research work. Some challenges

xi



xii SUMMARY

and still open questions are discussed, along with some preliminary results concerning
on-going experiments.



SAMENVATTING

Dit proefschrift beschrijft experimenteel onderzoek naar de fysische eigenschappen van
verschillende ultradunne oxidelagen van overgangsmetalen. Een gemeenschappelijk
kenmerk van deze materialen en structuren is dat ze een faseovergang in vaste toestand
ondergaan, van een metaalachtige naar een isolerende toestand, die wordt geactiveerd
door het veranderen van de samenstelling van het materiaal, of door het variëren van een
externe stimulus, zoals temperatuur, belichting of gasdruk. De resultaten zijn verkregen
met behulp van verschillende experimentele technieken en theoretische modellen: van
dunne filmgroei met gepulseerde laserdepositie, karakterisering van de materiaalstruc-
tuur en nanodevice-fabricatie tot magnetotransport bij lage temperaturen, berekenin-
gen met dichtheidsfunctionaaltheorie, synchrotronmicroscopie en gasdetectie.

Hoofdstuk 1 geeft een algemeen overzicht van het onderzoeksveld dat in dit proef-
schrift wordt behandeld, gevolgd door een korte inleiding van de verschillende onder-
zochte materialen, namelijk zeldzame aard-nikkelaten, wolfraamtrioxide WO3 en het
tweedimensionale elektronengas op het LaAlO3/SrTiO3 grensvlak.

Hoofdstuk 2 maakt gebruik van X-ray photoemission electron microscopy om de
fase-coëxistentie van metaalachtige en isolerende nanodomeinen rond de metaal–isola-
tor transitie van heteroepitaxiale nikkelaten zichtbaar te maken. Een directe relatie tus-
sen materiaalstructuur en elektronische eigenschappen wordt gevonden, die zich uit in
nucleatie van isolerende nanodomeinen, met name langs de oppervlakteterrassen.

Hoofdstuk 3 onderzoekt het effect van belichting met korte laserpulsen op de fase-
gescheiden toestand in heteroepitaxiale nikkelaten. Door het afstemmen van de laserin-
tensiteit wordt omkeerbare controle over de fasescheiding bereikt, wat beschreven wordt
in termen van thermische effecten op verschillende tijdschalen.

Hoofdstuk 4 behandelt wolfraamtrioxide WO3, een perovskietmateriaal met belang-
rijke eigenschappen voor toepassingen in bijvoorbeeld opto-elektronica of elektrochro-
me apparaten. Hoogwaardige, ultradunne films worden gegroeid met gepulseerde laser-
depositie en de structurele en elektronische eigenschappen worden onderzocht. Door
de vorming van zuurstofvacatures tijdens de materiaalgroei te reguleren, wordt een grote
roosteruitzetting en ladingsdotering waargenomen.

Hoofdstuk 5 bespreekt hoe amorfe WO3 bovenlagen kunnen worden gebruikt om
een tweedimensionaal elektronensysteem met zeer hoge mobiliteit op LaAlO3/SrTiO3
grensvlakken te induceren. Een grote magnetoweerstand, aanwezigheid van meerdere
geleidingskanalen en kwantumoscillaties van geleiding behoren tot de vele interessante
eigenschappen die in dit systeem worden gemeten.

Hoofdstuk 6 presenteert het gebruik van WO3 monokristallijne dunne films voor H2
gasdetectietoepassingen. Door de veranderingen in de soortelijke weerstand te meten
die veroorzaakt worden door de platina-gekatalyseerde intercalatie van waterstof in het
WO3 rooster, kunnen zeer lage gasconcentraties worden gedetecteerd bij kamertempe-
ratuur in een volledig omkeerbaar proces.

xiii



xiv SAMENVATTING

Hoofdstuk 7 concludeert dit proefschrift door de belangrijkste bevindingen van de
vorige hoofdstukken samen te vatten en in perspectief te plaatsen voor toekomstig on-
derzoek. Uitdagingen en openstaande vragen worden besproken, samen met enkele
voorlopige resultaten met betrekking tot lopende experimenten.



1
INTRODUCTION

This chapter is meant to introduce the topic of this thesis. The fundamental concepts be-
hind this work will be presented, providing directions on how to read and understand the
following chapters.

1
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2 1. INTRODUCTION

a b

Figure 1.1: Lycurgus cup. (a) Glass cage cup from the late Roman period (4th century) covered with various
scenes representing the death of King Lycurgus. The cup is made of a special dichroic glass, containing gold
and silver nanoparticles, which shows a different colour when illuminated with reflected or (b) transmitted
light; © Trustees of the British Museum.

M
ATERIALS are the constituents of every thing around us. Humans have always
exploited different materials for their needs, often being faced with fascinating
new effects which they were not able to control. A notable example dates back

to the 4th century A.D., when the Romans built a celebrative cup with a special dichroic
glass material (Fig. 1.1). The glass shows a green colouration when it is lit from the front,
and a red one when light passes through it. Only recently, it was discovered that the
glass contains a very small amount of silver and gold nanoparticles (about 70 nm in di-
ameter) which, due to a surface plasmon resonance, determine different light scattering
according to the method of illumination. The Romans certainly could not understand
nor control this level of technology, and the special glass remained a unique piece of its
kind.

With the development of materials science, fascinating new effects and novel tech-
nologies became available and controllable. The scope of this thesis is to investigate
advanced electronic materials, whose properties can be controlled by external stimuli.

1.1. THE MANY WHYS
Scientists strongly believe that the motivation is one of the key aspects of effective sci-
ence dissemination. Any result, as intriguing and spectacular as it may be, in fact, loses
almost all its verve if it does not address a clear fundamental question, and it is consid-
ered out of its context. I would thus like to start opening this matryoshka of scientific
research by motivating the title of this thesis, and showing how it is meant to gradually
immerse the reader from the observable world, right into fundamental physics and ma-
terials science.
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Figure 1.2: Novel materials enable the progress of new technologies. (a) Germanium point contact transistor
from Bardeen, Shockley and Brattain, the first working transistor ever invented (1947); © Bell Labs. (b) A super-
conducting crystal of YBa2Cu3O7 cooled down to 77 K floating over a magnet. (c) A flexible, semi-transparent
solar panel; © Fraunhofer ISE. (d) A flexible O-LED display; © U.S. Army RDECOM.

1.1.1. WHY MATERIALS?
Many technologies that became part of everyday life are achieved thanks to advanced
electronic materials. One can think of the most basic ones, such as a light bulb or a bat-
tery, or the most powerful ones, such as the transistor (Fig. 1.2a). Since its invention
in 1947 [1], the transistor became the building block of modern electronics. Its impor-
tance lies in the possibility of tuning its properties by means of an external stimulus. This
paved the way to an increasing number of materials that can be controlled by external
parameters. Promising examples are the high-temperature superconductors (Fig. 1.2b),
which allow the fabrication of fast electrical circuits and magnetic levitation trains, semi-
transparent solar panels (Fig. 1.2c), which are being integrated directly in transparent
windows, and flexible displays and electronics (Fig. 1.2d), which are enabling the indus-
try of wearable technologies. While some of these materials are nowadays becoming
industrial realities, many classes of materials still require a more fundamental physical
understanding.

1.1.2. WHY QUANTUM MATERIALS?
A rapidly growing research field in condensed matter physics is the novel class of quan-
tum materials, which is characterised by the dominant role of quantum mechanical ef-
fects in determining the material physical properties [2–4]. This can be attributed to
the strongly correlated nature of the electrons (Fig. 1.3), usually belonging to d electron
shells, where the strong interaction between their charge, spin, orbital and lattice de-
grees of freedom has an energy scale comparable to their kinetic energy. As a result, the
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Orbital
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Figure 1.3: Strongly correlated character of quantum materials. Schematic illustration of the strong inter-
actions between the charge, spin, orbital and lattice degrees of freedom of quantum materials constituent
particles.

properties of these materials emerge as collective phenomena of their constituents, giv-
ing rise to novel phases of matter. Interesting examples include the formation of charge
density waves [5], where electrons form standing wave patterns, skyrmions [6], a twist-
ing spin texture important in the field of spintronics, and vortices in superconductors
[7], that are boundaries between superconducting and normal regions which are an at-
tractive candidate for information technology.

Due to the delicate balance of energy scales of the different interactions, multiple
phases of matter can compete with each other. This often leads to the formation of
phase-separated states, which are a hallmark of quantum materials. Mesoscopic states
can be stabilised in different spatial regions thanks to elements that locally modify the
potential landscape, such as point defects, compositional variations, strain and con-
trolled patterning. Memory effects are also often observed as a direct consequence of
phase separations, holding great potential for technological purposes [8].

Quantum materials are extremely sensitive to external stimuli, which can be used
to tune their properties on demand. Notable examples include static external perturba-
tions, such as hydrostatic pressure [9], which has a direct influence on the orbital overlap
of the atoms in a lattice, and high magnetic fields [10], which orient magnetic textures
or change the dispersion of electronic bands. Ultra-fast perturbations are another in-
teresting knob, which can be used to drive quantum phases on the time scale of their
fundamental electronic and atomic motion [11, 12], thus probing materials strongly out
of equilibrium and potentially revealing hidden phases of matter.

1.1.3. WHY HETEROSTRUCTURES?
An important means for controlling quantum materials is heterostructuring, that is the
combination of multiple materials stacked on top of each other. This offers the possibil-
ity of engineering novel electronic phases at the interface of dissimilar oxides [13], induc-
ing interlayer couplings by superlattice modulation [14], and stabilising crystal phases
of ultra-thin film materials [15]. Growth of these structures has been greatly boosted
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Figure 1.4: Complex oxide heterostructures. (a) Schematic of the ABO3 perovskite unit cell, typical crystal
structure for many complex oxide materials. The B-site cation is in octahedral coordination with six oxygen
atoms. Along the (001) crystallographic direction, the structure can be visualised as alternating AO and BO2
planes. (b) Simple cubic lattice parameter of several complex oxides, which lies in a small range of values
between 3.7 Å and 4.0 Å. The similarity in lattice structure and size enables the fabrication of heterostructures
of complex oxide materials.

in the last decade by technological advancements in thin film growth techniques, such
as off-axis magnetron sputtering, molecular beam epitaxy (MBE) [16], and pulsed laser
deposition (PLD) [17].

A subclass of quantum materials are the perovskite complex oxides, which are ideal
candidates to build heterostructures. These materials of chemical formula ABO3 crys-
tallise in the structure illustrated in Fig. 1.4a, where A and B are two cations and the
B-atom is surrounded by an oxygen octahedron. Along the (001) crystal direction, this
structure can be visualised as a stacking of AO and BO2 planes, which play a crucial role
in the formation of oxide interfaces, as further described in Section 1.2.3. Several com-
plex oxides have a simple cubic lattice parameter ranging from 3.7 Å to 4 Å (Fig. 1.4b).
This enables the growth of heterostructures with a coherent crystal lattice. Stacking
materials with different lattice parameters determines the insurgence of heteroepitaxial
strain, which can be used to tune material properties. Furthermore, heterostructuring
allows us to combine and couple materials presenting different functionalities, with the
potential of creating novel states of matter.

1.1.4. WHY METAL–INSULATOR TRANSITIONS?
Electrical transport, a tool to measure the resistivity of a material, is usually the first step
to study novel functionalities. The resistivity is, in fact, a key property that characterises
a material, which can be generally classified as a metal or as an insulator, according to
its temperature dependence (Fig. 1.5a). For insulators, the electrical resistivity decreases
with temperature (dR/dT < 0), while the opposite is valid for metals (dR/dT > 0). In
weakly- or non-interacting electron systems this is a direct consequence of the material’s
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Figure 1.5: Insulators and metals. (a) Insulators are usually defined as materials where the resistivity decreases
as a function of temperature (dR/dT < 0), while the opposite holds for metals. (b) Schematic band diagram
for metals and insulators. Metals show a continuous density of states at the Fermi level (EF), while insulators
present an energy gap between the filled valence band (bottom) and the empty conduction band (top); figure
adapted from ref. [18].

band structure, which is schematically depicted in Fig. 1.5b. Metals have a continuous
density of states at the Fermi level (EF), while insulators present an energy gap between
the filled valence band and the empty conduction band.

Simple band theory usually breaks down when strong correlations come into play.
Many materials with partially filled d orbitals should be metals according to band theory,
but are actually insulators [18]. Different scenarios can be responsible for this anoma-
lous behaviour according to the nature of the electron–electron interactions. In the case
of Mott insulators, a large Coulomb repulsion U comes into play when two electrons
occupy the same lattice site [19]. If this term is larger than the energy required for an
electron to hop from one lattice site to another (usually indicated as −t ), the charge car-
riers become localised and the material is an insulator. In the case of Slater insulators,
usually materials with an antiferromagnetic ground state, the formation of long-range
magnetic order is responsible for the insulating state [20]. Another case is the one of
Anderson insulators, materials where strong crystal disorder, such as defects and impu-
rities, determines the localisation of the charge carriers [21].

In a scenario of competing energy scales for strong correlations, metal–insulator
transitions (MITs) often occur, constituting a hallmark of many families of quantum ma-
terials. These transitions can be triggered by tuning several external parameters, such as
pressure, lattice distortions and doping [22]. Because MITs occur in solid-state phases,
inducing drastic changes in the properties of a material without altering its physical state
of matter, they hold great scientific interest both from the technological and from the
fundamental point of view.
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Figure 1.6: MIT in nickelates. (a) Phase diagram of perovskite nickelates, showing the dependence of the elec-
tronic (TMI) and magnetic (TNeel) phase transitions from the Ni–O–Ni bond angle. The insets show a schematic
representation of the change in bond angle; panel adapted from ref. [15]. (b) Resistivity versus temperature
of a NdNiO3 thin film on NdGaO3 substrate during a cooling (dashed) and warming ramp (solid line). The
curves show the hysteretic nature of the phase transition from high-temperature metallic to low-temperature
insulating state; sample characterisation in Chapter 2.

1.2. THE MATERIALS MAKING UP THIS THESIS

In this section we introduce the material classes that are investigated in the following
chapters. Our work focuses on heteroepitaxial thin film materials showing an MIT, which
we control by tuning external parameters. Epitaxial strain and temperature will be used
in the case of the nickelates, while chemical and electrostatic doping will be employed
for WO3 and LaAlO3/SrTiO3 oxide interfaces. In the following brief overviews, we present
the key aspects of the MIT occurring in these three classes of materials.

1.2.1. NICKELATES

Perovskite nickelates are a class of materials with chemical formula RNiO3, where R is a
rare-earth element and Ni is in its 3+ oxidation state. While these compounds are diffi-
cult to synthesise in bulk form, the template provided by a perovskite substrate favours
the stabilisation of the same crystal lattice in heterostructures, such that high-quality
nickelate thin films can nowadays be synthesised [15, 25]. Electrical conduction in these
materials is regulated by the hybridisation of Ni 3d and oxygen 2p orbitals, such that
the Ni–O–Ni bond angle plays a crucial role in determining the electronic properties. As
shown in the nickelates phase diagram of Fig. 1.6a, the bond angle is influenced by the
atomic size of the rare-earth atom, where larger species determine higher overlap of the
atomic orbitals, increasing the electronic bandwidth. Metallic or insulating phases are
thus promoted in different temperature ranges according to the choice of the rare-earth,
with an MIT occurring at a temperature TMI that gradually shifts from about 600 K, in
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Figure 1.7: Tunability of the MIT in NdNiO3 thin films. (a) Resistivity versus temperature curves of NdNiO3
thin films deposited on different substrates; panel adapted from ref. [23]. (b) Resistivity versus temperature
of a thin film grown on LaAlO3 with different applied gate voltages. An ionic liquid is used as gate dielectric,
determining a change of the MIT temperature (indicated by the black arrows upon a cooling ramp); panel
adapted from ref. [24].

the case of LuNiO3, to about 100 K for PrNiO3. Some compounds present an additional
transition at TNeel from a high-temperature paramagnetic insulator to a low-temperature
antiferromagnetic insulating state. Individual magnetic transitions are, however, out of
the scope of this thesis because we will focus on NdNiO3, where both the electronic and
the magnetic phase transition occur at the same temperature (i.e., TMI = TNeel).

The nature of the MIT in nickelates is still matter of intense research [26–30]. Many
experimental reports show that an orthorhombic-to-monoclinic structural transition oc-
curs below TMI, determining the formation of two inequivalent Ni lattice sites, with dif-
ferent distribution of their charge. In this regime, both charge and spin ordering can
emerge, determining the formation of an insulating state.

A sharp temperature-driven MIT can be detected by electrical transport in several
nickelate compounds. In the case of NdNiO3, where the electronic and magnetic phase
transitions are coupled, the phase transition is of the first order and a broad hysteresis
occurs (Fig. 1.6). In heteroepitaxial thin films, several reports show that the MIT can
be tuned by external parameters such as hydrostatic pressure [31, 32], epitaxial strain
(Fig. 1.7a) and static electric field (Fig. 1.7b). Due to the first-order nature of the phase
transition, a coexistence of metallic and insulating regions in the vicinity of the MIT is
expected to occur. We investigate this aspect in Chapter 2 by performing the first real-
space nanoscale imaging in nickelates. By using photoemission electron microscopy,
we find that the MIT has nanoscale inhomogeneous character, with the insurgence of
a phase-separated state of metallic and insulating domains. In Chapter 3 we further
develop these findings, demonstrating that reversible control over the phase transition
can be achieved by using laser light.
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Figure 1.8: Resistivity versus temperature of WO3 thin films undergoing an MIT. (a) Li atoms are introduced
into the WO3 lattice using an electrochemical method. The intercalated atoms induce electron doping of W
5d orbitals, determining a semiconductor-to-insulator transition for x ≥ 0.24; panel adapted from ref. [33]. (b)
An ionic liquid gate is used to modulate the resistivity of WO3 thin films. The mechanism involves the electric-
field-induced motion of oxygen atoms, which leads to major structural changes in WO3 that stabilise higher
symmetry phases. These changes determine variations of the electronic structure, accounting for metallisation
of the oxide material; panel adapted from ref. [34].

1.2.2. TUNGSTEN TRIOXIDE

Tungsten oxide WO3 is a semiconductor material that has a particular perovskite struc-
ture, where the A lattice sites are left vacant. In its stoichiometric form, the W6+ ions have
empty 5d states, entailing a band gap of about 3 eV [35]. Due to its open crystal struc-
ture, WO3 is very sensitive to the intercalation of atomic species, which induce electron
doping, changing both the material electronic and optical properties. For this reason,
WO3 is widely used for electrochromic, smart windows, photocatalysis, and gas sensing
applications [36–38].

The material has a complex phase diagram, where the ideal cubic phase is distorted
into several, lower-symmetry crystalline phases which are stable in different pressure
and temperature conditions [39, 40]. Only recently, heterostructuring of crystalline WO3
thin films on perovskite substrates has enabled the stabilisation of the cubic structure
at room temperature, leading to materials with enhanced surface-to-volume ratio and
high crystal quality [41–44]. Thanks to the long-range crystal order, WO3 thin films have
enhanced sensitivity to doping, which can be used to trigger MITs. We show in Fig. 1.8a,
as an example, how intercalation of Li atoms can be used to gradually tune the material
from a semiconducting to a metallic state. Another possibility for doping WO3 is illus-
trated in Fig. 1.8b, and it involves the formation of oxygen vacancies acting as electron
donors.

In this thesis we grow heteroepitaxial WO3 by pulsed laser deposition on (001) SrTiO3
substrates. As shown in Fig. 1.9, we can obtain thin films of high crystal quality, where
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Figure 1.9: WO3 thin films of different thickness. X-ray diffraction characterisation of heteroepitaxial WO3
thin films grown by pulsed lased deposition on (001) SrTiO3 substrates. The (001) and (002) film diffraction
peaks appear on the right of the sharp substrate peaks, and show neat finite size oscillations which indicate
high crystalline quality.

precise control over film thickness is enabled by in-situ monitoring of the deposition
process with reflection high-energy electron diffraction (RHEED). In Chapter 4 we show
how tuning the oxygen pressure during pulsed laser deposition allows us to modify the
material structure and electronic properties. WO3 overlayers, in amorphous form, are
exploited in Chapter 5, where they are used to induce charge transfer at LaAlO3/SrTiO3
interfaces in a modulation doping configuration.

Another interesting approach for controlling MITs in WO3 involves doping with H2
gas. This process is catalysed by Pt particles, which facilitate the intercalation of H
species into WO3 lattice [45, 46]. These aspects are investigated in more detail in Chap-
ter 6, where we develop a highly sensitive hydrogen sensor based on WO3 heteroepitaxial
thin films.

1.2.3. THE LAO/STO CONDUCTIVE INTERFACE
The LaAlO3/SrTiO3 interface (in short LAO/STO) constitutes a paradigmatic example of
how novel states of matter can be artificially created in quantum materials. Both LAO
and STO are, in fact, insulating perovskites with a large band gap of 3.2 eV and 5.6 eV,
respectively. When a sharp heterostructure of the two materials is created, an abrupt
polar discontinuity forms at the interface, and it is responsible for the formation of a
conductive, two-dimensional electron system (2DES). This system shows a series of fas-
cinating effects, among which two-dimensional superconductivity [49], gate tunability
[50], strong spin-orbit coupling [51, 52] and signatures of magnetism [53, 54].

The origin of the 2DES can be traced back to the crystal lattice of LAO and STO. Along
the (001) lattice direction (Fig. 1.10a), LAO is a stacking of La3+O2 – and Al3+O 4 –

2 planes
with alternating net charge +1 and −1, while STO is made of neutral planes of Sr2+O2 –
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Figure 1.10: Polar discontinuity at the LAO/STO interface. (a) Pristine and (b) reconstructed interface where
STO has TiO2 termination. The electric field E and the electrostatic potential V are indicated layer-by-layer in
the side sketches, while the yellow arrow indicates the electron charge transfer towards the interface; panels
adapted from ref. [47]. (c) Schematic band structure showing the filled valence (bottom) and empty conduc-
tion (top) states in the LAO/STO heterostructure. (d) Sheet resistance as a function of the number of LAO unit
cells showing the critical thickness for conductivity; panel adapted from ref. [48].

and Ti4+O 4 –
2 . Starting from the STO side, the LAO/STO heterostructure can thus be

viewed as a series of charged parallel plate capacitors, which generate an electrostatic
potential V that increases by about 1 eV per LAO unit cell. With increasing thickness
of the LAO layer, the electrostatic potential diverges, determining what is usually de-
scribed as a polar catastrophe [48, 55]. When the accumulated electrostatic energy be-
comes larger than the energetic cost associated with the rearrangement of electronic
charges, a charge transfer from the LAO valence band to the STO conduction band oc-
curs (Figs. 1.10b and 1.10c), determining the formation of a 2DES.

This electronic reconstruction is responsible for an insulator-to-metal transition at
the LAO/STO interface. As presented in Fig. 1.10d, experimental reports show that the re-
constructuion occurs at the critical LAO thickness of 4 uc. Furthermore, a metallic 2DES
is observed only if a TiO2-terminated STO substrate is used, whereas SrO termination
leads to insulating systems [47, 56]. Many experiments indicate that the polar catastro-
phe scenario is a simplified description of the LAO/STO system, and a consistent picture
should include the presence of point defects, among which oxygen vacancies and cation
off-stoichiometry [57–60]. We study these aspects in Chapter 5, where we demonstrate
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that oxygen-deficient WO3 overlayers can be employed to induce an MIT at LAO/STO in-
terfaces below the critical thickness of 4 uc of LAO. Moreover, our overlayers enhance the
properties of the LAO/STO system, determining the formation of high-mobility electron
channels and a large magnetoresistance.

1.3. THESIS OUTLINE
The present work investigates MITs in different material systems. Thin films are the tar-
get of all our studies, most of which are grown directly in our group by pulsed laser depo-
sition, with the exception of the nickelates which are grown by sputtering in Geneva Uni-
versity, Switzerland. A certain extent of low-temperature electrical transport measure-
ments, atomic force microscopy and X-ray diffraction characterisations are presented in
each chapter, and are performed in the TU Delft laboratories, The Netherlands. Fabri-
cation of the devices used for transport measurements is performed in the cleanroom
facilities of the Kavli Nanolab Delft, The Netherlands. Synchrotron measurements at the
Diamond Light Source (Didcot, UK) allowed us to perform microscopy with nanoscale
resolution on the nickelates system. Transmission electron microscopy, carried out by
our collaborators in Cornell University, USA, allowed us to image with atomic resolution
our sharp WO3/LAO/STO heterostructures. Finally, constant theoretical support was
provided by our collaborators in Cagliari University and University of Rome Tor Vergata,
both in Italy. The different topics are organised in several chapters which are outlined in
the following.

Chapter 2 explores the MIT in nickelates, showing the first real-space images of how
this phase transition occurs at the nanoscale. Employing photoelectron emission mi-
croscopy, we unravel the formation of a phase-separated state of insulating and metallic
nanodomains. The domains present a striped pattern, which is directly linked to the
surface morphology of our heteroepitaxial thin film.

Chapter 3 builds up from the results of the previous chapter, showing that nickelates
phase separation can be controlled by means of laser light. An ultra-fast laser at 800 nm
is used for this purpose, demonstrating reversible control over the distribution of insu-
lating and metallic phases.

Chapter 4 deals with WO3 heteroepitaxial thin films, grown by pulsed laser depo-
sition. We show how the material properties are strongly modified by oxygen pressure
during deposition, which is responsible for a lattice volume increase up to 10 % and an
electron doping towards a metallic state. Density functional theory is employed to un-
ravel the properties of oxygen defect states, responsible for the doping, providing a thor-
ough understanding of WO3 material properties.

Chapter 5 exploits the high reactivity of amorphous WO3 overlayers to induce an
insulator-to-metal transition at LaAlO3/SrTiO3 interfaces. The overlayers lead to the for-
mation of a two dimensional electron gas, were we measure high electron mobilities
up to 80 000 cm2 V−1 s−1. Low-temperature measurements reveals the presence of two
conduction channels dominating the electronic transport, which give rise to a strong
magnetoresistance and quantum oscillations of conductance.

Chapter 6 shows how crystalline WO3 thin films can be exploited for H2 gas sensing.
Hydrogen gas acts as a dopant for the WO3 material, determining a very large change in
resistivity which is directly related to the gas concentration. This effect is used in a proof



1.3. THESIS OUTLINE

1

13

of principle detection scheme to reveal H2 over a large range of concentrations, down
to 1 ppm. We develop a simple model based on chemical rate equations to explain the
intercalation and deintercalation of H species into the WO3 lattice.

Chapter 7 contains a final discussion on the achievements of this thesis. Prelimi-
nary results regarding on-going developments and suggestions for future experiments
are also provided.





2
STRIPED NANOSCALE PHASE

SEPARATION AT THE

METAL–INSULATOR TRANSITION OF

HETEROEPITAXIAL NICKELATES

Nucleation processes of mixed-phase states are an intrinsic characteristic of first-order
phase transitions, typically related to local symmetry breaking. Direct observation of emerg-
ing mixed-phase regions in materials showing a first-order metal–insulator transition
(MIT) offers unique opportunities to uncover their driving mechanism. Using photoe-
mission electron microscopy, we image the nanoscale formation and growth of insulating
domains across the temperature-driven MIT in NdNiO3 epitaxial thin films. Heteroepi-
taxy is found to strongly determine the nanoscale nature of the phase transition, induc-
ing preferential formation of striped domains along the terraces of atomically flat stepped
surfaces. We show that the distribution of transition temperatures is a local property, set
by surface morphology and stable across multiple temperature cycles. Our data provides
new insights into the MIT of heteroepitaxial nickelates and points to a rich, nanoscale
phenomenology in this strongly correlated material.

Parts of this chapter have been published in Nature Communications 7, 13141 (2016), by G. Mattoni, P. Zubko,
F. Maccherozzi, A. J. H. van der Torren, D. B. Boltje, M. Hadjimichael, N. Manca, S. Catalano, M. Gibert, Y. Liu,
J. Aarts, J.-M. Triscone, S. S. Dhesi, and A. D. Caviglia [61].
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R
ARE-EARTH nickelates are strongly correlated electron systems in which structural
and electronic properties are interconnected [15, 25]. A well-studied member
of this family is NdNiO3, which shows a first-order temperature-driven metal–

insulator transition (MIT) accompanied by a structural phase change and the appear-
ance of unconventional magnetic order [62–65]. Several models have been proposed to
describe its electronic structure, however the microscopic mechanism of the phase tran-
sition is still debated [26–29, 66–68]. A number of experiments underscores the key role
of the lattice, as demonstrated by the influence of hydrostatic pressure, epitaxial strain
and resonant phonon excitation on the MIT [12, 23, 24, 31, 32, 69–73]. The coexistence
of metallic and insulating regions in the vicinity of the MIT, typical of first-order phase
transitions, has been discussed with an expected domain size of a few tens of nanometre
[69, 74]. However, the formation of insulating domains has been inferred, so far, mainly
from macroscopic transport measurements [75–78]. In this thermodynamic limit the in-
fluence of nanoscale control parameters, such as local strain fields, lattice distortions
and inhomogeneity, is buried in the statistical average of multiple domains. To achieve
fundamental understanding and control of phase separation, access to the nanoscale
regime is required[79, 80].

Several methodologies have been used for nanoscale imaging of mixed metallic and
insulating phases in correlated oxides, including scanning tunnelling microscopy [81],
near-field infrared microscopy [82] and scanning electron microscopy [83]. Nanoscale
phase separation across a phase transition has also been studied using photoemission
electron microscopy (PEEM) [84, 85].

Here we use PEEM to image nano-domain formation and disappearance in NdNiO3.
This technique combines a spatial resolution of a few tens of nanometres with real-time
imaging, allowing us to track the MIT in nickelates at different stages of its evolution. Our
findings show that heteroepitaxy of NdNiO3 on atomically flat stepped surfaces leads
to the formation of striped insulating domains, which nucleate and grow along surface
terraces across the MIT. We discuss how morphological characteristics act as a template
for phase separation, determining the local transition temperature, as well as domain
nucleation and growth pathways. Our data provides evidence, for the first time in the
nanometre range, for the strong coupling between structural and electronic degrees of
freedom in the rare-earth nickelates.

2.1. SAMPLE CHARACTERISATION
For this experiment a 30-unit-cell-thick NdNiO3 (001)pc epitaxial film was grown on a
NdGaO3 substrate. The epitaxial strain imposed by the substrate sets the transition tem-
perature for the MIT and the width of the hysteresis loop [24]. As shown in the atomic
force microscopy image and related line profile in Figs. 2.1a and 2.1b, the film presents
an atomically flat surface with steps and terraces that mimic the underlying substrate.
Figure 2.1c shows a θ–2θ X-ray diffraction scan around the (001)pc peak of the NdNiO3
film. Finite size oscillations are observed and fitted with a kinematic scattering model,
indicating high crystalline quality and confirming the expected film thickness of about
11 nm.

The MIT hysteresis, associated with the formation of insulating domains, is mea-
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Figure 2.1: Characterisation of the 30-unit-cell-thick NdNiO3 film. (a) Surface morphology with single unit
cell steps (∼0.4 nm) and terraces (200–300 nm in width) as measured by atomic force microscopy. (b) Cross-
section profile showing the film step height and average terrace width. (c) X-ray diffraction data (black) around
NdNiO3 (001)pc peak, fitted with a kinematic scattering model (red). (d) Resistance versus temperature from
the transport measurement, where TMI (blue dot) and TIM (red dot) are indicated as extracted from the peaks
of −∂ logR/∂T . (uc, unit cell).

sured by four probe DC transport (Fig. 2.1d). We define the transition temperatures
TMI = 150K and TIM = 178K as the peaks of −∂ logR/∂T on cooling and heating, respec-
tively (Fig. 2.6) From the peaks separation we calculate the hysteresis width ∆TMIT =
28K. In agreement with previous reports [69], the MIT width in thin films appears much
broader than in bulk NdNiO3, signalling the influence of heteroepitaxy on the phase
transition evolution.

2.2. IMAGING CONTRAST MECHANISM

To image the different electronic phases, we perform X-ray absorption spectroscopy
(XAS) at Ni L3 absorption edge. We use σ-polarised X-rays and acquire the signal in
total electron yield, thus probing the material surface down to a few nanometres. In
Fig. 2.2a the temperature dependence of the Ni L3 XAS is presented (see Fig. 2.7 for XAS
on a broader photon energy range and with different polarisation). The most intense
absorption peak shifts towards lower photon energies upon cooling the sample from the
metallic state at T = 185K to the insulating one at T = 140K. This is consistent with an
increased energy splitting of the Ni L3 multiplet in the insulating phase due to a partial
change of Ni valence state [68, 86]. The observed energy shift provides a contrast mech-
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Figure 2.2: The PEEM imaging contrast from photon-energy-shifted XAS spectra of metallic and insulating
phases. (a) Temperature dependence of Ni L3 XAS spectra measured over the full field of view (FOV). PEEM
images showing (b) the metallic phase at 185 K and (d) the insulating phase at 140 K. A surface defect used as
a reference feature for drift-correction is indicated by the dashed square. (c) Domains resolved XAS spectra of
bright and dark features in panel (d).

anism suitable for our study.

Above the MIT, the XAS spectra measured over the full field of view do not display
significant variations compared with the noise level of the experiment. Below the MIT,
instead, the sample shows different spatially-dependent XAS spectra, divided in two sub-
sets with a relative shift in absorption edge (Fig. 2.2c). The maximum difference between
the two subsets spectra is observed at 852.0 eV and 852.7 eV. We thus construct elec-
tronic phase maps by acquiring PEEM images at these two photon energies, and calcu-
lating their difference pixel by pixel. The use of fixed energy values slightly reduces the
PEEM contrast in the high temperature region, but allowed us to perform faster acqui-
sitions, thus increasing the number of data points taken during the temperature ramps
(for further details see Fig. 2.8 and Section 2.7.1). In all images a round-shaped surface
defect (dashed square) provides a well-contrasted reference feature used to compensate
for the time-dependent spatial drift and keep the same area of interest in focus during
the experiment.

At T = 185K the resulting map (Fig. 2.2b) is spatially homogeneous, while at T = 140K
alternating bright and dark features (Fig. 2.2d) appear. We identify the bright features as
insulating domains nucleating in a metallic matrix during the MIT. Indeed, as shown in
Fig. 2.2c, the bright features display local spectra that are shifted to lower energies when
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compared with the dark ones. Such shift is in qualitative agreement with the spatially
averaged XAS spectra of Fig. 2.2a measured above and below the transition temperature.
We note that, even if the detection of this energy shift is at the resolution limit of the
PEEM technique, we obtained a sufficiently high signal-to-noise ratio by considering
relative intensity differences at two distinct energies.

If we compare the PEEM and atomic force microscopy measurements acquired with
the same sample orientation (Figs. 2.1a and 2.2d), we find a direct relationship between
the insulating domains and surface morphology. Our ex-situ comparison is allowed by
the single-crystal nature of our samples (see additional X-ray diffraction characterisa-
tion in Fig. 2.9), where the surface terraces orientation is preserved over millimetres.
The surface terraces act as nucleation centres for the insulating phase, so that insulat-
ing domains form and grow preferentially along them, resulting in a striped shape. This
is consistent with reports of sensitivity to strain for the nickelates [24], suggesting that
the local periodic strain field at the step edges can confine the insulating phase on the
terraces, limiting its expansion. These observations have been reproduced on three dif-
ferent samples, confirming that the domain orientation and size are dictated by surface
morphology (Fig. 2.10). Our finding establishes an important link between sample local
morphology and electronic phase separations.

2.3. NANOSCALE EVOLUTION OF THE MIT
To investigate the evolution of the insulating domains across the MIT, the sample tem-
perature is cycled below and above the transition, following the hysteresis loop. A rep-
resentative set of images is reported in Fig. 2.3a. The percentage of area covered by the
insulating domains in each PEEM image of the series is presented in the inner panel
of Fig. 2.3a. From room temperature down to 152 K the sample shows a homogeneous
metallic phase. Below 152 K insulating domains nucleate and grow along the preferen-
tial direction given by surface terraces, gradually forming striped regions. Between 146 K
and 140 K the domain evolution saturates at about 60% coverage and no additional in-
sulating regions are formed. This domain configuration is stable for the whole duration
of the measurements (several hours).

The reverse transition, back to the metallic state, is rather different. Upon heat-
ing, no change is initially observed up to 161 K, in agreement with the hysteretic, first-
order nature of NdNiO3 MIT. Above 161 K the insulating stripes become narrower and
are pinched off by the expanding metallic matrix into many, small and closely spaced
nano-domains. These appear to be evenly distributed across the field of view, in stark
contrast to the striped domains observed on cooling (i.e. compare the Fig. 2.3a heat-
ing and cooling images at 164 K and 150 K, respectively, with approximately the same
insulating domain coverage). At T = 165K all the insulating domains disappear and the
homogeneous metallic phase is recovered. Interestingly, we note that the insulating do-
mains do not fully populate the surface as the area coverage reaches the saturation value
of about 60%. We observe no significant variation of the coverage down to 130 K, the low-
est temperature attainable in our experiment. The domains are often spaced by metallic
regions, which persist at the surface step edges. This effect might be related either to lo-
cal strain fields in proximity of the step edges or to inhomogeneous surface termination.

A clear asymmetry between the metal-to-insulator and insulator-to-metal transition
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Figure 2.3: Temperature evolution of insulating domains across the MIT. (a) During each thermal cycle the
insulating domains nucleate and grow on cooling, while they gradually disappear on warming. The inner panel
shows the percentage of image area covered by the insulating domains as a function of temperature, highlight-
ing the hysteretic behaviour of the MIT with a finite width down to the single domain. (b) Perpendicular and
(c) parallel linecuts of the two-dimensional Fourier transform with respect to the insulating domains orien-
tation (indicated by the black arrows) as a function of temperature. The colour scale represents the power
spectrum normalised with respect to the maximum value at T = 140K and k = 0. The dashed ellipse evidences
the asymmetry between the cooling and warming directions.
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Figure 2.4: Spatial distribution of MIT temperature. Maps of (a) TMI and (b) TIM showing the transition
temperature is a local property of the material. Three areas are encircled to indicate the order with which they
become insulating (A, B and C) and revert to the metallic state (C, B and A). The map in (c) shows point-by-
point the amount of insulating region at 140 K in a neighbouring area of radius 100 nm.

is underscored by the two-dimensional Fourier transform (FT) of the PEEM images ac-
quired during the temperature cycle. The temperature dependence of the FT power
spectrum line-cuts along the direction perpendicular and parallel to the striped domains
is reported in Figs. 2.3b and 2.3c. The intensity at k = 0 corresponds to the domains area
coverage in the inner panel of Fig. 2.3a, and its maximum value at 140 K is used to nor-
malise the spectrum. In the perpendicular direction (Fig. 2.3b) we see the appearance of
an intense peak, corresponding to a periodicity of about 230 nm, at the nucleation of the
insulating phase. This value matches with the average terrace width of Fig. 2.1b, high-
lighting the direct relationship between insulating domains and surface morphology. On
cooling, the domain formation pattern is characterised by the appearance of peaks cor-
responding to multiple integers of the terrace width. These features disappear when the
domain area coverage reaches saturation. Remarkably, these additional peaks are absent
during warming (dashed ellipse in Fig. 2.3b), indicating that a different pattern under-
lies the disappearance of the insulating phase. The formation of the insulating domains
is thus a nucleation and growth process, while their disappearance is a homogeneous
melting that originates from the domain edges. This is consistent with previous reports
[75], where a supercooling mechanism was associated with the metal-to-insulator tran-
sition only. In the parallel direction (Fig. 2.3c), instead, negligible domain ordering is
observed, where dim peaks one order of magnitude weaker than in the perpendicular
case appear. We relate this signal with the average on-terrace distance of the residual
metallic matrix in the insulating phase.

The presented MIT evolution is consistent across multiple temperature cycles. This
allows us to assign local transition temperatures to the material. In Figs. 2.4a and 2.4b we
present spatially resolved maps of local TMI and TIM, showing the temperature at which
the phase transition occurs on a certain region of the sample. Repeating the temperature
cycle several times, the insulating domains are observed nucleating and growing always
in the same position and in the same order. As an example we considered the areas
labelled as A, B and C in Figs. 2.4a and 2.4b. If on a cool-down cycle they turn insulating
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in an (A, B and C) order, during a warm-up they will revert to the metallic state in the
reversed (C, B and A) order.

We find in Fig. 2.4b that the spatial distribution of insulator-to-metal transition tem-
perature seems to be related to the size and shape of the domains themselves. In par-
ticular, the cores of bigger domains show higher values of TIM. This indicates that the
melting process of the insulating phase starts from the domain edges. To support this
observation, in Fig. 2.4c we determine the amount of insulating region neighbouring
each insulating point in a radius of 100 nm at 140 K. We note how the data in Fig. 2.4c
is evaluated from a single PEEM image at 140 K, in contrast to Figs. 2.4a and 2.4b which
are extracted by using all the images in the temperature cycle. The striking similarity
between Figs. 2.4b and 2.4c is a clear indication of how the insulator-to-metal transition
progresses continuously from the edges to the core of each domain, so that the bigger
ones are the last to disappear. This is in agreement with previous reports of an intrinsic
asymmetry in the phase transition of NdNiO3 [75].

A relevant result of our analysis is the preservation of the MIT hysteresis down to
the single domain. From the inner panel of Fig. 2.3a we can extract the hysteresis width
∆TMIT = (14±2)K, defined as the temperature difference between appearance and com-
plete melting of the insulating phase. This value is in sharp contrast with our macro-
scopic transport measurements, where we found ∆TMIT = 28K. We also note that the
observed nanoscale inhomogeneities appear on a smaller length scale than the field of
view used in the experiment, thus providing a representative evaluation of the proper-
ties of the material. The existence of a finite hysteresis width down to the single domain
scale, and the spatial distribution of TMI and TIM provide a further insight on the nature
of the phase transition. Such results can hardly be inferred by macroscopic measure-
ments which are subject to statistical averaging.

2.4. MIT THROUGH BULK AND SURFACE TECHNIQUES
At this point it is worth comparing the temperature dependence of the domain area cov-
erage measured by PEEM with the resistivity data, both shown in the relevant temper-
ature range in Fig. 2.5. We see a striking difference in the extremal temperatures of the
two hysteresis loops. In the PEEM data the hysteresis loop closes at 165 K on the high
temperature end, about 15 K lower than in the transport case. This means that while the
insulating domains coverage goes to zero at 165 K during a warming ramp, the resistiv-
ity is still almost an order of magnitude higher than in the metallic state. Assuming the
domains propagate completely through the film thickness (that is, that 0% area cover-
age also corresponds to 0% volume fraction), it is not possible to explain the difference
between area coverage and transport.

To get a further insight into this difference, we additionally measure the evolution of
macroscopic XAS intensity at 853 eV in the fluorescence yield configuration as a function
of temperature (green diamonds in Fig. 2.5). The MIT hysteresis measured this way is
in qualitative agreement with the transport data. In contrast to the measurements in
total electron yield performed in the PEEM set-up, the XAS in fluorescence yield probes
the whole thickness of our NdNiO3 thin film, also providing a more extended spatial
averaging as the X-ray spot size is about two orders of magnitude larger.

We consider two different explanations for the measured discrepancy between PEEM
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Figure 2.5: MIT hysteresis measured with different techniques. Insulating domains area coverage from the
inset of Fig. 2.3a (red dots), low-temperature transport from Fig. 2.1d (black line), and X-ray absorption in-
tensity at 853 eV photon energy relative to the intensity at 180 K measured in fluorescence yield (FY, green
diamonds).

and transport/XAS data. A possibility is that the observed domains do not fully pene-
trate through the whole film but are, instead, confined to the surface. In this case, our
measurements indicate that the MIT at the surface occurs at a lower temperature than
in the bulk, eventually related to local lattice distortions at the free boundary. Another
explanation involves the possibility of local material metallisation due to X-ray illumi-
nation. This is a well-known open issue when irradiating oxide materials with intense
X-rays, and changes in metal–insulator characteristics have been previously reported
[87]. Since the use of X-rays is an intrinsic requirement of the PEEM technique, further
insight into this question will be provided by additional experiments, such as transport
measurements at the nanoscale and scanning probe techniques.

2.5. CONCLUSIONS
Through direct imaging by PEEM, we reported on nanoscale phase separation during
the MIT of NdNiO3 thin films. Striped domains nucleate and grow along the terraces of
the atomically flat surface, highlighting the influence of heteroepitaxy on the phase tran-
sition. Performing systematic imaging as a function of temperature, we showed that the
transition temperature is a local property of the material, stable across multiple tem-
perature cycles. The measurements point towards a strong interconnection between
structural and electronic degrees of freedom in rare-earth nickelates, suggesting a new
approach for controlling phase separation at the nanoscale.
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2.6. METHODS
SAMPLE FABRICATION.
The commercially available NdGaO3 substrate was annealed at 1000 ◦C in 1 atm of oxy-
gen before sample growth to achieve a flat surface with a regular step and terrace struc-
ture. The NdNiO3 (001)pc film was grown by off-axis radio-frequency magnetron sputter-
ing in 1.80×10−1 mbar of an oxygen/argon mixture of ratio 1:3 at a substrate temperature
of 490 ◦C.

TEMPERATURE-DEPENDENT MEASUREMENTS.
Transport, PEEM and XAS fluorescence yield measurements have been performed cy-
cling sample temperature at a constant rate of 0.5 K min−1 for both ramp directions, guar-
anteeing that the sample is kept in a quasi-static condition. As each PEEM acquisition
required about 20 s, we estimate an error of 0.2 K on each data-point. Such temperature
variation is negligible compared with the phase transition evolution.

SYNCHROTRON X-RAY MEASUREMENTS.
PEEM and XAS fluorescence yield data have been acquired at the beamline I06 of Dia-
mond Light Source. An X-ray beam 10µm×10µm in spot size with a fluency of 1 mJ cm−2

was used in the PEEM setup, while a 100µm×100µm beam with 0.01 mJ cm−2 of fluency
was employed for the XAS fluorescence yield measurements. In both cases the X-rays
were σ-polarised. The absolute peak photon energies measured by PEEM are subjected
to an uncertainty of about 0.2 eV due to the small integration time of 1 s compared with
the noise level of the system. However, this does not affect the reported data as all PEEM
images are based on relative spatial shifts of X-ray absorption intensity.
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Figure 2.8: Temperature dependence of PEEM imaging contrast. (a) close-up of the shift in photon energy
of Ni L3 XAS peak as a function of temperature, measured over the full field of view, from Fig. 2.2a. Panel (b)
indicates how the XAS difference of Fig. 2.2c changes in temperature and (c) shows the relative change in PEEM
contrast.

2.7.1. PEEM CONTRAST CHANGE WITH TEMPERATURE
In the main text we used two fixed photon energies (852.0 eV and 852.7 eV) to construct
PEEM images at all temperatures. Because the Ni L3 XAS peaks change in temperature,
the specific pair of energies that maximises the PEEM contrast is slightly different for
each different temperature. This would have involved repeating the analysis presented
in Fig. 2.2c for all the temperature points, which is a very long measurement. Therefore
we decided to slightly sacrifice the contrast at higher temperatures in order to perform
faster acquisitions, thus improving the number of data points taken during the temper-
ature ramps. In Fig. 2.8 we estimate the amount of contrast-loss as a function of temper-
ature, demonstrating it has a negligible impact on our analysis. In particular, in Fig. 2.8a
we present a close-up of the shift in photon energy of Ni L3 XAS peak as a function of
temperature, measured over the full field of view, from Fig. 2.2a. The most intense peak
of the multiplet (solid circles) shifts about 0.2 eV. At a given temperature, the domain
resolved XAS spectra of the metallic and insulating areas are slightly displaced as shown
in Fig. 2.2c. The difference between these spectra at 140 K is maximum at 852.0 eV and
852.7 eV, therefore the PEEM contrast at 140 K is optimal at such energies. Figure 2.8b
indicates how the XAS difference of fig. 2c changes in temperature under the assump-
tion that both the metallic and insulating spectra evolve similarly. The dashed lines in
Fig. 2.8b are rigid shifts of the 140 K curve (solid line) by amounts extracted from the
peak positions in Fig. 2.8a. In Fig. 2.8c we estimate the relative change in PEEM contrast
by calculating the vertical difference between the squares in Fig. 2.8b normalised with
respect to 140 K. We see that, in the studied temperature range (140–170 K), the PEEM
contrast loss is smaller than 50%. This allowed to track the evolution of the insulating
phase at all temperatures, supporting the validity of our assumptions.
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Figure 2.9: Additional X-ray diffraction measurements of the NdNiO3 film. (a) φ-scan recorded along the
(103)pc direction. The aligned scans of the NdGaO3 substrate and NdNiO3 thin film confirm a crystallograph-
ically oriented heteroepitaxy. In (b) and (c) reciprocal space maps of the NdNiO3 film around the (103)pc and
(013)pc reflections. The in-plane intensity distribution of the NdNiO3 film and NdGaO3 substrate are confined
to the same value of reciprocal lattice vector h = 1 in (b) and k = 1 in (c). The film is thus coherently oriented
to the substrate lattice. From the position of the peaks we extract cNdGaO3

= 3.86nm and cNdNiO3
= 3.77nm,

consistent with previous reports [69].
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Figure 2.10: PEEM images taken on 3 different samples. (a) sample discussed in the main text, (b) sample
with larger surface terraces, and (c) another sample. The insulating domains orientation and size changes
from sample to sample according to direction and size of the surface terraces. This remarks the determining
contribution of heteroepitaxy in driving the formation of the insulating phase at the metal-insulator transition.
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LIGHT CONTROL OF THE

NANOSCALE PHASE SEPARATION IN

HETEROEPITAXIAL NICKELATES

Strongly correlated materials show unique solid state phase transitions with rich nanoscale
phenomenology that can be controlled by external stimuli. Particularly interesting is the
case of light–matter interaction in the proximity of the metal–insulator transition of het-
eroepitaxial nickelates. Here we use near-infrared laser light in the high-intensity exci-
tation regime to manipulate the nanoscale phase separation in NdNiO3. By tuning the
laser intensity, we can reproducibly set the coverage of insulating nano-domains, which
we image by photoemission electron microscopy, thus semi-permanently configuring the
material state. With the aid of transport measurements and finite element simulations,
we identify energy redistribution to the crystal lattice as the mechanism dominating the
light control. These results open interesting perspectives for manipulating electronic order
at the nanoscale.

Parts of this chapter have been submitted for peer review (2017), by G. Mattoni, N. Manca, P. Zubko, M. Had-
jimichael, A. J. H. van der Torren, C. Yin, S. Catalano, M. Gibert, F. Maccherozzi, Y. Liu, S. S. Dhesi, and A. D.
Caviglia
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R
ARE-EARTH nickelates have received significant research attention, motivated by
their unique properties, including a sharp metal–insulator transition (MIT) and
unusual magnetic order [15, 25]. The microscopic origin of these phenomena

is still intensely studied and various models of charge localisation are being consid-
ered in light of a bond disproportionated insulating state observed in experiments [26–
30, 64, 68, 86]. Independently of the exact microscopic picture, it is clear that these ma-
terials are characterised by a delicate balance between lattice distortions, covalency and
electronic correlations [14, 73, 89–91]. This leads to a remarkable tunability of the MIT
with chemical and static pressure, epitaxial strain, heterointerfaces, and even near- or
mid-infrared light excitation [12, 24, 31, 32, 70, 92–94]. The case of light–matter interac-
tion is particularly interesting. For near-infrared charge excitations it was demonstrated
that the system shows an ultrafast demagnetisation process driven by a photoexcited
electronic mechanism [65, 95, 96]. Only at high excitation intensities an energy redis-
tribution to the lattice becomes apparent. Since heteroepitaxial nickelates show rich
nanoscale physics, including phase separation at the MIT, it would be interesting to ex-
plore the effects of light excitation on the domain structure [61, 69, 74].

In this work we focus on the high-intensity excitation regime, in the vicinity of the
MIT, where we image the nanoscale phase separation using photoemission electron mi-
croscopy (PEEM). We show that, by tuning the intensity of a near-infrared laser, the equi-
librium properties of heteroepitaxial nickelates can be controlled in two ways. Firstly,
the insulating nano-domains can be rewritten to obtain a desired surface coverage. Sec-
ondly, the MIT hysteresis sharpness and width can be manipulated. We discuss the in-
terplay between light–matter interaction, heat transfer and localised temperature incre-
ments with the support of both resistive measurements and finite element simulations.

3.1. LIGHT EFFECTS ON THE MIT
The experiment is performed on a 25 unit cell-thick (9.5 nm) NdNiO3 (NNO) film grown
on a NdGaO3 substrate. X-ray diffraction measurements indicate that the NNO is a single
crystal, coherently strained to the substrate lattice (Fig. 3.5). Electrical transport charac-
terisation shows the presence of a sharp resistive transition from a high temperature
metallic state to a low temperature insulating state (Fig. 3.6), in agreement with what
expected from high-quality NNO thin films [24, 72, 97]. The sample is irradiated by a
pulsed laser source (140 fs, 800 nm, 25 kHz) focused on a 80µm×100µm spot. We track
the changes induced by optical excitation by imaging the spatial distribution of metallic
and insulating areas with PEEM, as sketched in Fig. 3.1a. Our imaging contrast is based
on the different Ni L3 X-ray absorption in the metallic and insulating phases, which in
this case peak at 852.7 eV and 853.4 eV, respectively, as detailed in [61]. The sample
is mounted on a cold finger, capable of controlling its temperature between 130 K and
300 K. At 200 K, above the MIT, we find a homogeneous metallic phase (Fig. 3.1b), while
at 130 K, right below the MIT, the material is in a mixed-phase state (Fig. 3.1c), with coex-
istence of insulating and metallic regions. Their striped shape is determined by the step
and terrace surface morphology imposed by the substrate, as confirmed by topographic
images acquired by atomic force microscopy (Fig. 3.6).

Figure 3.1d shows the temperature evolution of the insulating domains during a ramp
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Figure 3.1: MIT imaged by PEEM and controlled by light. (a) Experimental setup, showing the X-ray probe,
the photoelectrons measured by PEEM and the 800 nm laser light. (b) Homogeneous metallic state at 200 K
and (c) striped insulating state at 130 K imaged by PEEM. (d) MIT hysteresis measured by PEEM upon cooling
(squares) and warming (circles). The data is fitted with Eq. (3.1). (e) Effect of the laser light on the domain
configuration at 152 K as indicated by the white dot in (d) and some example PEEM images in (f).

of cooling (squares) and warming (circles) while the laser is off. Each data point is calcu-
lated from a single PEEM image as discussed in Fig. 3.7. The data shows the typical hys-
teresis of NNO phase transition, where the insulating area increases upon cooling from
0 % to a saturation coverage of 50 %. This temperature dependence is well described by
two sigmoid functions, representing the cooling (dashed) and warming (solid) ramps:

Ains(T ) = Amax
ins

1+e−wi (T−Ti )
, (3.1)

where Amax
ins = 50% is the maximum area covered by the insulating phase and wi , Ti

are fitting parameters. In this case we find TMI = 146K and TIM = 155K, determining a
hysteresis width ∆TMIT = 9K.

To study the optical excitation effects, we start with the laser off and set the thermal
bath at 152 K by heating the sample from base temperature. This initial state (i) lies on
the upper branch of the hysteresis loop and corresponds to a saturated insulating phase,
as indicated in Figs. 3.1d to 3.1f. The size of the region measured by PEEM (5µm×5µm)
is much smaller than the laser light focus, ensuring the probing of a homogeneously
excited region. We acquire a series of PEEM images for different values of laser fluence
Φ. The images represent a steady-state condition of the system because the acquisition
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of a single PEEM measurement requires about 30 s of integration time, a time scale much
longer than the 40µs laser repetition period. An example of the laser excitation effect on
the domain structure is shown in Fig. 3.1f, where a laser fluence Φ= 7mJcm−2, reduces
the insulating domain coverage Ains from 50 % to about 10 %, leaving on the surface a
few disconnected insulating regions (state (ii)). When turning off the laser, Ains does not
recover to its initial value, but it settles to an intermediate coverage of 25 % (state (iii)).
This partial recovery is a consequence of the hysteretic nature of NNO phase transition,
which keeps memory of the laser excitation (discussed below).

The described process is fully reproducible and the final coverage is set by the laser
fluence. In Fig. 3.1e we show that, by increasing the laser fluence, it is possible to gradu-
ally reduce Ains down to a complete suppression of the insulating domain coverage with
Φ = 9mJcm−2 at 152 K. Upon switching the laser off, a few insulating patches reappear
also in this case. This insulating domain configuration is stable over time and the initial
condition can be restored by cooling the sample below TMI. Below we discuss the mech-
anism leading to laser control of the domain configuration and we argue that it is domi-
nated by thermal effects as opposed to non-thermal photoexcitation processes. One first
indication comes from the threshold observed in the fluence dependence of Fig. 3.1e. In
order to observe a reduction of Ains, a fluenceΦ> 5mJcm−2 is required. Previous reports
indicated that below this threshold ultrafast photoexcitation determines an ultrafast dy-
namics of nickelates materials, even leading to a complete demagnetisation of the low
temperature insulating phase [65, 95]. Thermal effects were shown to take place in the
range considered in this work, involving energy redistribution to the crystal lattice.

3.2. MIT CYCLES WITH PHOTOEXCITATION

Additional insight into the light control mechanism of NNO insulating domains comes
from considering the temperature dependence of Ains for different fixed laser fluences.
To this end we acquired a series of PEEM spectroscopic maps under laser irradiation in
a steady-state condition and at different bath temperatures. A steady-state condition is
achieved by maintaining constant laser fluence Φ for several minutes before cycling the
temperature. For each cycle, a hysteretic trend of Ains is observed as shown in Fig. 3.2a
for the cooling (dashed) and warming (solid) curves (raw data in Fig. 3.7). Upon increas-
ing Φ, the hysteresis loop changes in two ways: it shifts to lower temperatures and it
shrinks in width. These effects are summarised in Fig. 3.2b, where the values of TMI

(squares) and TIM (circles) are shown as a function of Φ. Both temperatures have a de-
creasing trend, but the slope of TMI is smaller, resulting in a shrinkage of the hystere-
sis width ∆TMIT (Fig. 3.2c). Furthermore, its linear fit suggests that ∆TMIT ∼ 0 at about
Φ = 20mJcm−2, corresponding to a full suppression of the MIT hysteresis. This effect
cannot be caused by a steady-state laser heating, which would systematically increase
the sample temperature compared to the thermal bath and identically offset both TMI

and TIM. Instead, changes in ∆TMIT can be explained by considering both a steady-state
and a transient temperature increase, which are revealed by the MIT memory effect.
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Figure 3.2: MIT hysteresis with different laser fluence. (a) Change of the PEEM hysteresis loop with different
laser fluence. (b) TIM (circles), TMI (squares), and (c)∆TMIT extracted from the sigmoid fit. The lines are linear
regressions of the data.

3.3. TRANSIENT HEATING BY TRANSPORT

We consider the effects of a transient heating on the NNO phase transition by study-
ing the resistive transition during selected warming and cooling cycles. Inside the MIT
hysteresis window it is possible to perform nested loops by sweeping the temperature
in a span narrower than the full hysteresis width. We carry out transport measurements
monitoring sample resistivity while slowly varying the temperature at a rate of 0.5 K min−1,
thus preserving a quasi-static condition. The resistance vs temperature relationship is
presented in Fig. 3.3, where the black lines represent the full hysteresis loop, with the
lower branch relative to cooling (dashed line) and the upper branch relative to warm-
ing (solid line). Initially, similarly to what done in Fig. 3.2, the thermal bath is fixed
to the middle of the hysteresis at T0 = 155K. This value is reached starting from base
temperature, in order to set the sample in a state on the upper branch, with maximum
amount of insulating domains. Nested loops are then performed increasing the temper-
ature by an amount ∆T and bringing it back to T0. The sample resistance at T0, marked
by circles in Fig. 3.3a, stays rather constant for ∆T ≤ 8K while for higher ∆T it decreases
monotonously, reaching the lower hysteresis branch for ∆T ∼ 20K. At this point the in-
sulating domains have turned metallic and no further change is observed. The lower
branch, in fact, is the minimum resistivity curve that can be reached in the hysteresis
region. To show this, in Fig. 3.3b we set the sample at T0 = 150K, this time starting from
room temperature, thus obtaining a state on the lower branch. Performing nested loops
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Figure 3.3: Nested MIT cycles measured by electrical transport. (a) Heating loops starting from the MIT hys-
teresis upper branch at 155 K and (b) from the lower branch at 150 K. The end point of each nested cycle is
indicated by a dot or a square.

we find that all the end points, marked as squares, lie on top of each other. Such anal-
ysis indicates that if the system is probed at a certain T0 after a transient temperature
increase ∆T , the domain population is not affected if the initial state is already lying on
the lower hysteresis branch. Similar behaviour has been reported in other oxides show-
ing mixed phase states [98, 99]. This explains how a transient heating induced by the
laser pump can shrink the hysteresis width, as observed in Fig. 3.2. Since most of the
heat transferred by a laser pulse is dissipated in a time scale much faster than the laser
repetition period (40µs), the material stays in a steady-state condition most of the time.
Because PEEM measurements average the surface state over 30 s, the hysteresis upper
branch shifts to lower temperatures, while the lower branch is not affected, resulting in
a reduced ∆TMIT. The experimentally observed shift of the lower branch should then
be related to a steady-state NNO temperature rise, determined by the average incident
light power. Because it is not possible to access the transient heating dynamics in our
experimental configuration, we qualitatively study the sample thermal response using
classical heat transfer theory.

3.4. LASER HEATING SIMULATION
We model the laser interaction with the sample by considering its heating implications
through a finite element simulation (Fig. 3.4a). A linear response function with a char-
acteristic time τ = 100ps is used to represent the system heat response (details in Sec-
tion 3.6.1) and is shown together with the periodic laser excitation in Fig. 3.4b. In the
initial conditions, the system is in equilibrium with a thermal bath at 150 K (state (i) of
Figs. 3.4c and 3.4d). Since the light absorption coefficient is much larger in the film rather
than in the substrate (αNNO ÀαNdGaO3

), the film absorbs the laser light with higher en-
ergy density, determining a sharp temperature rise which peaks at t = 100ps (state (ii)).
After 1 ns (state (iii)), most of this heat has diffused into the colder substrate. The same
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Figure 3.4: Laser heating by finite element simulation. (a) Model used in the simulation: the substrate bottom
is anchored to a thermal bath at 150 K and a laser pulse is directed on the sample top surface. (b) Power of the
laser excitation (red dotted line) and the corresponding system heat response (blue solid line) with τ= 100ps
and Φ = 1mJcm−2. The inset shows in linear scale the 25 kHz repetition period. (c) Film temperature map
due to laser heating at different time instants and (d) temperature of the innermost area that is probed by
PEEM. The temperature raise just after the laser pulse (∆Ttransient) and the constant one at thermal equilib-
rium (∆Tsteadystate) are indicated by arrows. (e) Transient and (f) steady-state heating as a function of laser flu-
ence taken from the simulation (blue circles) and compared to the experimental data (diamonds and squares)
of Figs. 3.2b and 3.2c.

sharp peak in temperature (∆Ttransient) is observed for each laser pulse. Because of the
slow heat dissipation towards the thermal bath, some residual heat is retained at the
arrival of the next laser pulse (t = 40µs). After multiple pulses, this residual heat deter-
mines a steady-state temperature rise (∆Tsteadystate). These two temperature variations
are indicated by arrows in Fig. 3.4d, where a laser fluence Φ= 1mJcm−2 was employed.
We show in Figs. 3.4e and 3.4f that both∆Ttransient and∆Tsteadystate increase with a linear
trend as a function ofΦ.

In accordance with the results of Fig. 3.3, we identify the transient heating as respon-
sible for the shrinking of the MIT hysteresis (∆Ttransient(Φ) ∼ [∆TMIT(Φ) −∆TMIT(0)]),
while the steady-state heating is responsible for the hysteresis shift to lower tempera-
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tures (∆Tsteadystate(Φ) ∼ [TMI(Φ)−TMI(0)]). In Figs. 3.4e and 3.4f we compare our exper-
imental data with the simulation results. The trends are compatible with each other,
signalling that our interpretation of a dual heating mechanism is consistent with the ex-
periment. However, the experimental and simulated slopes differ by a factor 3 to 4, sug-
gesting that our finite element model does not achieve a quantitative description of the
NNO response. It is possible that we underestimated the material reflectivity (Fig. 3.8),
which might reduce the absorbed power in the low-angle geometry used in our experi-
ment. Furthermore, our model is based on a linear optical response, while in the consid-
ered high laser fluence regime the absorption might be saturated, reducing the effective
value of αNNO (Fig. 3.9). Another source of uncertainty is the relaxation time (electron-
phonon τ = 100ps) that we used in the simulation (Fig. 3.10). Finally, additional heat
dissipation effects that we did not include in our model might be responsible for the ex-
perimental heat response. In any case, the main result of this analysis, which is the pres-
ence of a dual transient and steady-state heating mechanism, is intrinsic to the system as
it is found for all combinations of the simulation parameters. This scenario qualitatively
accounts for the observed dynamics.

3.5. CONCLUSIONS
To conclude, we have shown how ultra-fast laser radiation in the high-intensity exci-
tation regime can be used to control the phase transition in nickelates. By tuning the
laser fluency we were able to manipulate the equilibrium properties of the material and
semi-permanently configure the coverage of insulating nano-domains. With the aid of
electrical transport measurements and finite element simulations we identified thermal
effects to be the driving mechanism for the light control in this regime. Our results show
how laser light can be used to reversibly trigger phase transitions, opening new possibil-
ities for controlling nanoscale order in strongly correlated materials.
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Figure 3.5: X-ray diffraction characterisation of the NNO film. (a) θ–2θ diffraction data around the (001),
(002), (003), and (004) peaks of the substrate and film, in pseudocubic notation. The experimental data (blue)
is simulated with a conventional kinematic scattering model (orange) in order to extract the c-axis parameters
of the substrate (cNdGaO3

= 3.86Å) and film (cNNO = 3.77Å). A film thickness NNNO = 25 unit cells is found,

corresponding to 9.4 nm. (b) Rocking curve of the film and the substrate around the (002) direction show
good heteroepitaxial growth, with low mosaicity. (c) Reciprocal space map around the (103) and (d) the (013)
substrate reflections showing the NNO film is coherently strained to the substrate lattice.



3

38 3. LIGHT CONTROL OF NICKELATES PHASE SEPARATION

50 100 150 200 250 300
Temperature (K)

10−4

10−3

10−2

10−1

Re
sis

tiv
ity

 (Ω
cm

)

1 μm

Figure 3.6: Transport and surface morphology. Resistivity vs temperature curve during a cooling (dashed) and
warming (solid) temperature ramp showing the typical hysteretic behaviour of the MIT in NNO. The measure-
ments are performed in a van der Pauw geometry, contacting the NNO film by direct ultrasonically bonded Al
wires. In the inset, the surface morphology measured by means of atomic force microscopy. The film mim-
ics the step and terrace surface of the underlying substrate, indicating good heteroepitaxial growth. The size
and orientation of the surface terraces matches the insulating stripes measured by PEEM in the main text,
underlying the role of surface morphology in driving the electronic phase transition.
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Figure 3.7: PEEM hysteresis with different laser power. (a) Insulating area extracted from PEEM images along
a cooling (blue squares) and warming (red circles) temperature cycle performed with the laser switched off. (b)
Temperature cycle with the laser on at 4 mJ cm−2, (c) 7 mJ cm−2 and (d) 15 mJ cm−2. The experimental data is
fit with Eq. (3.1) of the main text along the cooling (red dashed line) and warming (black solid curve) branches.
The fitting parameters Ti and wi are reported in each graph. Due to the increased difficulty in evaluating the
insulating area at higher coverages, the error on a measurement Ains is estimated as (0.1 · Ains +2)%.
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3.6.1. LASER HEATING MODEL
We model the laser interaction with the sample considering a 5 mm×5 mm×0.5 mm
NdGaO3 substrate with a 10 nm NNO film on top. The system is initially in thermal equi-
librium at 150 K and the laser light impinges on the centre of the top surface, determin-
ing a positive heat flow into the system. Heat diffusion occurs only through the sample
volume and its bottom surface, which works as a heat sink anchored to a thermal bath
at a constant temperature of 150 K. The laser excitation as a function of space and time
coordinates is represented by

f (x, y, z, t ) = (1−R)Q0G x̄ (x)G ȳ (y)Lα(z)G t̄ (t − t0), (3.2)

where R is the sample reflectivity, Q0 is the energy per pulse, G x̄ (x) are normalised Gaus-
sian functions with full width at half maximum x̄. The laser penetration in the materials
is regulated by the Lamber-Beer law Lα(z) = 1

αe−αz , where α is the absorption coeffi-
cient. For the Gaussians we use x̄ = 100µm, ȳ = 80µm, t̄ = 140fs, while the material
properties relative to NdNiO3 and NdGaO3 are indicated in Table 3.1. For computa-
tional purposes, we take t0 = 280fs as time of the first laser pulse. The laser excitation
(Eq. (3.2)) is periodically repeated every 40µs, corresponding to the experimental 25 kHz
laser repetition rate.

We model the heat response of the system Q through a linear response function

Q(x, y, z, t ) =
∫ t

−∞
d t ′χ(t − t ′) f (x, y, z, t ′), (3.3)

where the response function is taken asχ(t ) = e−t/τ, with response time τ. In this picture,
χ(t ) represents the whole series of processes that transform the laser excitation in local
heating of the material. For our analysis, we consider a total response time τ= 100ps.

Table 3.1: Material parameters used in the finite element simulation. Data from refs. [100–102].

Property NdGaO3 (substrate) NdNiO3 (film)
Thermal Conductivity k (W m−1 K−1) 10 2

Density ρ (kg m−3) 7550 7600
Heat capacity cp (J kg−1 K−1) 305 265

Reflectivity R 0.1 0.2
Absorption coefficient α (cm−1) 300 1×104
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Figure 3.8: Simulated laser heating for different incident power. Using τ= 100ps and αNNO = 1×104 cm−1,
we calculate the effect of changing the incident laser fluence. Higher power determines a linear increase of the
heating effects, both in the cases of (a) pulsed (short time scale) and (b) continuous (long time scale) heating.
The corresponding values of ∆Ttransient and ∆Tsteadystate are in Fig. 3.4 of the main text.
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Figure 3.9: Effect of different film absorption coefficient on the system response. (a) The Lambert-Beer law
I (z) = I0e−αz is calculated for different values of αNNO (solid curves) and for the substrate αNdGaO3

(dashed

curve). The film and substrate thickness (10 nm and 500µm, respectively) are indicated by the vertical solid
lines. Here we use τ= 100ps and a laser fluence of 1 mJ cm−2. Independently of the values of αNNO, the whole
laser power is absorbed by the film and substrate combination. (b) The percentage of laser power absorbed
by the film and (c) the peak of the transient temperature rise both strongly depend on αNNO. (d) Conversely,
the steady state temperature is weakly affected by αNNO. (e) Values for ∆Ttransient and ∆Tsteadystate extracted
from panels (c) and (d).
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Figure 3.10: Effect of different response time. (a) The system heat response time τ is varied in the range 1 ps
to 1µs and the heat response function is calculated as a function of time. Here αNNO = 1×104 cm−1 and the
laser fluence is 1 mJ cm−2. With smaller τ, the function approaches the Gaussian laser excitation (red dashed
line). For larger τ, instead, the function has a broader temporal extent and a lower power at its peak. (b) The
film reaches a higher peak in temperature for smaller τ values. This affects ∆Ttransient while has no effect on
∆Tsteadystate, considering the total energy transferred to the system is unvaried. The inset of (b) shows the
presence of a secondary plateau starting at 1 ns, which signals the onset of the substrate thermalisation.
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CHARGE DOPING AND LARGE

LATTICE EXPANSION IN

OXYGEN-DEFICIENT

HETEROEPITAXIAL WO3

Tungsten trioxide is a versatile material with widespread applications ranging from elec-
trochromic and optoelectronic devices to water splitting and catalysis of chemical reac-
tions. For technological applications, thin films of WO3 are particularly appealing, taking
advantage from high surface-to-volume ratio and tunable physical properties. However,
the growth of stoichiometric, crystalline thin films is challenging because the deposition
conditions are very sensitive to the formation of oxygen vacancies. In this work, we show
how background oxygen pressure during pulsed laser deposition can be used to tune the
structural and electronic properties of WO3 thin films. By performing X-ray diffraction
and low-temperature transport measurements, we find changes in WO3 lattice volume up
to 10 %, concomitantly with an insulator-to-metal transition as a function of increased
level of electron doping. We use advanced ab initio calculations to describe in detail the
properties of the oxygen vacancy defect states, and their evolution in terms of excess charge
concentration. Our results depict an intriguing scenario where structural, electronic, op-
tical, and transport properties of WO3 single-crystal thin films can all be purposely tuned
by a suited control of oxygen vacancies formation during growth.

Parts of this chapter appeared online in preprint arXiv:1711.05106, and are submitted for peer review (2017),
by G. Mattoni, A. Filippetti, N. Manca, P. Zubko, and A. D. Caviglia [103].
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T
HE tungsten oxide WO3 holds a special place in the family of complex oxides,
since its perovskite ABO3 crystal structure has an empty A-site. This character-
istic determines an open crystalline structure, which is prone to host interstitial

species which act as dopants for the otherwise insulating material [40, 104–107]. For
these reasons, WO3 finds wide use in electrochromic, optoelectronic and gas sensing
applications [36–38]. Most works so far focused on thick films, amorphous layers and
nanorods [108, 109]. Only recently the growth of crystalline thin films has been demon-
strated by means of several techniques such as sputtering, molecular beam epitaxy and
pulsed laser deposition [41–44]. Because WO3 structure and electronic properties are
very sensitive to oxygen stoichiometry [34, 110–112], a precise control of oxygen partial
pressure during the growth process is crucial to obtain high-quality thin films.

In this work, we study the effects of oxygen pressure during pulsed laser deposition
(PLD) of WO3 thin films, and show how it modifies the material structural and elec-
tronic properties. X-ray diffraction measurements reveal that heteroepitaxial WO3 thin
films are in a tetragonal phase, where the out-of-plane lattice parameter can be gradu-
ally tuned by 10 %, changing from 3.7 Å measured in the most stoichiometric compound
to 4.1 Å in the most oxygen-deficient case. By performing electrical transport measure-
ments, we find a semiconducting trend characterised by an activated regime, with an
energy gap that vanishes for increased level of oxygen vacancies. These findings are cor-
roborated by ab initio calculations, showing that oxygen vacancies form in-gap states,
effectively donating electron carriers and increasing WO3 lattice volume. Our results
show how to obtain WO3 thin films with high crystal quality and controlled electronic
properties.

4.1. FILM GROWTH
To study the effect of background oxygen pressure (pO2

) on WO3 thin films growth by
PLD, we prepare a series of samples deposited on top of TiO2-terminated SrTiO3 (001)
substrates. We use a laser fluence of 1 J cm−2, a repetition rate of 1 Hz, a target-to-sample
distance of 55 mm and a fixed deposition duration of 1000 laser pulses. The growth tem-
perature is 500 ◦C, while pO2

is varied in the range 5–100µbar. The plasma plume is more
diffused at lower pO2

and more intense at higher pO2
(Fig. 4.5). This is because the oxygen

pressure in the PLD chamber strongly influences the plume dynamics, enhancing scat-
tering of the ablated species and thermalisation with the background gas. As a conse-
quence, their oxidation state and kinetic energy can be modified, so that the stoichiom-
etry of the deposited material strongly depends upon pO2

[113, 114]. We monitor the
growth in situ by reflection high-energy electron diffraction (RHEED) and observe clear
intensity oscillations (Fig. 4.1a) when pO2

is in the range 10–60µbar. The RHEED pattern
evolves from three well defined diffraction points, typical for SrTiO3 single crystals [115],
to a series of stripes that indicate bidimensional film growth. As shown in the photo-
graph of Fig. 4.1b, the sample colour is also affected by the oxygen pressure, and it grad-
ually changes from transparent to dark grey with lowering pO2

. All the deposited WO3
films have a step-and-terrace surface morphology with single unit cell steps (Figs. 4.1c
and 4.1d). This structure mimics the underlying SrTiO3 substrate, indicating uniform
growth (Fig. 4.6). The samples have very low surface roughness (Fig. 4.1e) in the range
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Figure 4.1: Growth of WO3 thin films. (a) RHEED intensity oscillations during film growth at different pO2
and

(inset) heterostructure schematic with initial and final RHEED diffraction patterns at pO2
= 50µbar. (b) Photo-

graph of the samples, (c) surface topography by atomic force microscopy, (d) line profile along the black line,
and (e) surface roughness calculated as the root mean square of the topographic signal.

0.15–0.25 nm, which is comparable to what we measure in a pristine substrate (0.13 nm).
Interestingly, the roughness is minimal at pO2

= 50µbar, pressure for which the RHEED
oscillations during growth are more accentuated. This characterisation indicates that for
all pO2

in the explored range the films grow with a smooth surface morphology.

4.2. EXPERIMENTAL CHARACTERISATION

4.2.1. X-RAY DIFFRACTION

To evaluate the crystal quality of our WO3 thin films, we perform X-ray diffraction mea-
surements. Figure 4.2a shows θ–2θ scans around the sharp (001) and (002) peaks of the
SrTiO3 substrate. The WO3 film grown at pO2

= 100µbar presents peaks at 2θ = 24° and
49°, surrounded by neat finite size oscillations that demonstrate a high crystalline qual-
ity. No additional diffraction peaks are observed, indicating that the thin films are in a
single-crystal phase. For lower pO2

, the peaks and finite size oscillations gradually shift to
lower 2θ angles. At pO2

≤ 20µbar, the finite size oscillations become less defined, concur-
rently with a broadening of the diffraction peaks. Such signal degradation is usually de-
termined by a decreased crystal quality, similarly to what has previously been observed
for highly doped WO3 [116, 117]. In Fig. 4.2b, we evaluate the presence of defects in WO3
by measuring rocking curves around the film (001) peak. We find for all samples a sharp
peak with full width at half maximum between 0.02° and 0.03°, very close to the value
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Figure 4.2: X-ray diffraction characterisation. (a) θ–2θ scans around the (001) and (002) peaks of the SrTiO3
substrate. The dotted line highlights the position of the WO3 (001) peak. (b) Rocking curves around WO3
(001) peak compared to the substrate (001) peak (black dashed line). (c) Film c-axis parameter and substrate
lattice constant (dashed line), (d) number of WO3 unit cells extracted by simulating the finite size oscillations
with a kinematic scattering model. (e) Film thickness and (f) interface roughness obtained from reflectivity
measurements (crosses) and the θ–2θ data (circles).

found for the underlying SrTiO3 substrate (0.01°). The sharp rocking curves indicate that
the WO3 films have low mosaicity and present single-crystal quality. By performing re-
ciprocal space maps (Fig. 4.7), we find that the in-plane lattice of all films is coherently
strained to the substrate one (aWO3

= aSrTiO3
= 3.905Å). By using Bragg’s law, we extract

in Fig. 4.2c the out of plane c-axis parameter from the 2θ position of WO3 diffraction
peaks. At pO2

= 100µbar we obtain c = 3.70Å, while samples grown at lower pO2
present

a larger c-axis parameter (Fig. 4.2c). Because all films are epitaxially locked in-plane to
the substrate lattice, this points to an increased WO3 unit cell volume, a trend compat-
ible with a higher concentration of oxygen vacancies as previously reported for oxygen
deficient thin films grown by PLD [73, 118–121]. For pO2

< 40µbar, the c-axis becomes
bigger than aSrTiO3

, signalling a transition from tensile to compressive strain. We note
that, concomitantly with this crossover, the finite size oscillations disappear, suggesting
that films grown at pO2

< 40µbar have a lower crystal quality.
By simulating the finite size fringes of the XRD data with a kinematic scattering model,

we extract in Fig. 4.2d the number of unit cells NWO3
forming the thin films. We find a

constant NWO3
= 28uc for pO2

≤ 60µbar, and lower values at higher oxygen pressures.
Considering that all films were deposited with the same total number of laser pulses, we
associate the decreased NWO3

with enhanced scattering of the plasma plume at higher
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pressures, which reduces the amount of material deposited on the substrate. For pO2
≤

20µbar, the absence of finite size oscillations makes impossible to determine the num-
ber of unit cells by θ–2θ measurements. We thus perform X-ray reflectivity measure-
ments (raw data in Fig. 4.8) from which we extract the thin film thickness and interface
roughness indicated by the crosses in Figs. 4.2e and 4.2f. The total film thickness shows
an increasing trend with lower pressure, which is a combined effect of the c-axis expan-
sion and decreased plume scattering. In Fig. 4.2e we also evaluate the film thickness
from the θ–2θ measurements as c ·NWO3

(circles), finding good agreement with the re-
flectivity data. Concerning the interface roughness in Fig. 4.2f, we observe a minimum
at pO2

= 40µbar, consistent with the minimum value obtained from the topography data
of Fig. 4.1e. These measurements show that WO3 c-axis parameter can be changed up to
10 % by tuning the oxygen pressure during growth, while preserving the in-plane match
with the substrate lattice and a flat surface. It is then interesting to study how WO3 elec-
tronic properties are affected by pO2

, which we investigate by low-temperature electrical
transport measurements.

4.2.2. ELECTRICAL TRANSPORT
To investigate the effect of oxygen vacancies on WO3 electronic properties, we mea-
sure resistivity vs temperature curves on samples grown in different oxygen pressure
conditions. The measurements are performed in a van der Pauw configuration, and
electrical contact to WO3 is obtained with ultrasonic bonded Al wires. All the sam-
ples show a semiconducting behaviour (Fig. 4.3a), with the resistivity monotonously in-
creasing upon lowering temperature. The resistivity ρ is calculated using the film thick-
ness measured by X-ray reflectivity. Lower pO2

results in flatter curves with lower room-
temperature resistivity, as highlighted in Fig. 4.3b where we report ρ300K for the differ-
ent samples. The data shows a sigmoid trend, with a variation of more than 5 orders of
magnitude in the studied range. Such trend is comparable to the one observed for the
c-axis parameter in Fig. 4.2c, suggesting the existence of a direct correlation between the
lattice expansion and the electronic doping. We describe the transport data using an
Arrhenius-type behaviour

σ(T ) = 1

ρ(T )
∝ exp

(
− Ea

kBT

)
, (4.1)

where Ea is the activation energy for charge transport. The experimental curves are fit
from room temperature down to 150 K (dashed lines in Fig. 4.3a), showing good agree-
ment (fits on a larger temperature range are discussed in Fig. 4.9). We extract Ea ∼
220meV at the highest pO2

, which is about one order of magnitude smaller than the
optical band of 3 eV found in bulk WO3 [35, 110]. This suggests that the observed acti-
vated transport arises from localized states lying inside WO3 band gap, which formed in
a certain amount even at the highest pO2

value. At lower pO2
, the concentration of oxy-

gen vacancies in the film increases determining a vanishing Ea. Even though the WO3
films are on the verge of an insulator-to-metal transition, we measure semiconducting
behaviour even at the highest vacancies concentration. This is different from what ob-
served with other doping mechanism, where a metallic state was achieved at high doping
levels [33, 34, 106, 110]. Decreased crystal quality and disorder during low-pressure PLD
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Figure 4.3: Resistivity measurements. (a) Four probe resistivity vs temperature curves. The dashed lines are
best fits to the Arrhenius model for activated transport in Eq. (4.1). (b) Room temperature resistivity and (c)
activation energy for transport extracted from the fits.

growth are the most probable causes for the persistent semiconducting state measured
in our most doped WO3 thin films.

To get indication on the density of the charge carriers, we perform low tempera-
ture magnetotransport measurements. Because most of the samples are highly resis-
tive, reliable Hall measurements could be obtained only for samples grown at pO2

≤
20µbar. In this high-doping condition, all the samples show similar magnetotransport
data (Fig. 4.10), from which we extract a carrier density n3D = 4×1021 cm−3 and a mo-
bility µ= 0.6cmV−1 s−1 at 1.5 K, in agreement with previous reports of oxygen-deficient
WO3 materials [34, 112]. The measured electron density corresponds to about 0.25 elec-
trons per unit cell, which would be equivalent to an oxygen vacancy concentration of
about 4 %, if these are the only source of electron donors.

4.3. AB INITIO CALCULATIONS
To investigate the origin of the observed structural and transport behaviour of WO3 films,
we performed ab initio calculations by variational pseudo-self-interaction-corrected (VP-
SIC) density functional theory (DFT) [122–125]. To validate our results, we first calcu-
lated several WO3 bulk phases (further details in Fig. 4.11 and Section 4.5.1). The growth
on SrTiO3 substrates was simulated using pseudo-cubic supercells, with in-plane lattice
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constant fixed at aSrTiO3
= 3.905Å and the orthogonal axis left free to relax. The calcula-

tions show that the stress associated with the planar expansion is partially relieved with
a shrinkage of the out-of-plane lattice parameter to c = 3.685Å (Table 4.1). This value is
comparable with the experimental data of WO3 films grown at the highest oxygen pres-
sure reported in Fig. 4.2c, which are thus identified as stoichiometric.

Starting from the strained WO3 structure, we introduce vacancies by removing oxy-
gen atoms in the WO2 crystal planes. We study oxygen vacancy concentrations of 2 %
(WO2.94) and 4 % (WO2.88). After a further structural relaxation, our calculations find a
lattice increase to c = 3.72Å and c = 3.73Å for the two vacancy concentrations (Table 4.1).
This expansion is in qualitative agreement with our experimental results of Fig. 4.2, even
though the calculated values are considerably lower than what measured for films grown
at low pressure. Previous literature reports show that the lattice expansion due to oxygen
vacancies is maximum when the charge is fully localised [126, 127]. As discussed in the
following, the structures described by our DFT calculations are in the metallic regime,
and this may partially explain the quantitative discrepancy with the experiments. Fur-
thermore, temperature-related effects, which are not included in our calculations, could
also affect the lattice expansion [128].

In Fig. 4.4a we show the calculated in-plane band structure for strained WO3 films
with different oxygen vacancy concentrations (extended plots in Fig. 4.12). A single oxy-
gen vacancy generates an excess of two electrons. In the limit of an isolated point defect,
this charge remains trapped by the W atoms surrounding the vacancy, which change
their ionic charge from the stoichiometric W6+ to a lower value, also giving rise to colour
centres responsible for the photochromic effect [36, 129]. Localisation may eventually
be strengthened by the formation of small polarons [129]. According to our calculations,
the excess charge reverses into the t2g orbitals of the W atoms, forming a shallow band
(orange curve in Fig. 4.4a) right below the bottom of the conduction band. Although this
band is optically separated from the bulk-like t2g conduction bands running above it,
the system for both the examined doping levels is metallic, as indicated by the position
of the Fermi energy (green dashed lines in Fig. 4.4a). The defect state can be visualised in
real space through the isosurface plot of Fig. 4.4b: the defect charge is mostly localised
on the two W atoms nearest neighbours of the vacancy, with clear t2g symmetry. This
is also seen by the broader bandwidth of the vacancy state along the diagonal direction
X−M, characteristic of t2g orbitals, instead of the cubic edge direction Γ−X.

In Table 4.1 we report the band gaps and effective masses along the planar Γ−M

Table 4.1: Ab initio results. Properties for bulk δ-WO3 and for films strained in-plane to the SrTiO3 substrate
lattice. Different concentrations of oxygen vacancies in the WO2 planes are considered, and the effective mass
m∗ is calculated along the planar Γ−M direction.

Bulk δ-WO3 WO3 WO2.94 WO2.88

O vac. 0 % 0 % 2 % 4 %

c (Å) 3.75 3.685 3.72 3.73

Eg (eV) 2.71 2.83 - -

m∗ (me) 0.56 0.85 2.41 1.16
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direction. The vacancy-free structure shows an insulating state with a direct gap Eg =
2.83eV at the Γ point, substantially larger than the indirect gap in bulk δ-WO3 of 2.71 eV.
This is a consequence of the tensile strain present in the structure which stretches the
planar bonds and reduces the t2g bandwidth, as evidenced by the increased effective
mass. Even though the WO2.94 and WO2.88 structures have a small optical gap at Γ of
75 meV and 150 meV, respectively, they show metallic character in transport due to the
broader density of states in the orthogonal direction (Fig. 4.12). With more excess charge,
the gaps and effective masses are progressively reduced. This is due to electronic corre-
lation and band filling effects, which cause a spread in the bandwidth with respect to the
empty conduction bands of the undoped system. For lower vacancy concentration, up
to the limit of isolated point defect, instead, the carrier density is expected to be reduced,
leading to the formation of an insulating state.

In order to theoretically estimate electron mobility and resistivity in a wider range of
vacancy concentrations, we apply the Bloch-Boltzmann approach to mix the ab initio
band energies of the WO2.94 structure with a model description of the electron–phonon
scattering [130, 131]. We tune the Fermi level in a rigid band approximation to simulate
the variation in the excess carrier density produced by the vacancies. Results of three-
dimensional averages of mobility vs carrier density at 1.5 K are reported in Fig. 4.4c. As a
consequence of the increasing population of high-energy t2g bands of WO3, the mobility

increases with the carrier density and, for 2 % vacancies, we find n = 2.2×1021 cm−3 and
µ= 30cm2 V−1 s−1 (white circle in Fig. 4.4c). In our oxygen deficient films, we measure a
Hall mobility µ= 0.5cm2 V−1 s−1 (orange diamond in Fig. 4.4c and raw data in Fig. 4.10)
which, in our calculations, would be achieved for a considerably lower carrier density
n = 1×1018 cm−3. By using the ab initio transport coefficients, we calculate the corre-
sponding resistivity vs temperature in Fig. 4.4d. At densities below n = 1×1019 cm−3, we
observe an insulating transport regime for which only the energy-flat lowest portion of
the defect state is populated, with vanishing band velocities. In this regime, the electri-
cal transport is thermally activated, similarly to what we measure experimentally. Above
n = 1×1019 cm−3, a metallic state is observed in our calculations, but it is not achieved
experimentally. This is a clear indication that disorder in our thin films plays a crucial
role in preventing occurrence of an insulator-to-metal transition, consistently with the
experimental observation of a low electron mobility.

Several aspects of our transport calculations are in good agreement with our mea-
surements. In particular, the amplitude of resistivity vs temperature matches well the
experimental data, and the shallow temperature dependence of the resistivity is exper-
imentally verified for most of the doped samples. Furthermore, the calculations show
that an insulator-to-metal transition occurs for ρ300K < 1×10−2Ωcm, a value consistent
with our experimental observations. On the other hand, there is an offset between cal-
culated and Hall charge densities corresponding to the same mobility value, the former
being two orders of magnitude lower. This discrepancy suggests that a large portion of
excess charge in the samples may be scarcely mobile, possibly stuck in deep traps or in
highly localized polarons. The hypothesis of additional charge in the samples coming
from in-gap states is coherent with the experimentally measured Arrhenius trend of the
resistivity.
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Figure 4.4: DFT calculations of heteroepitaxial WO3 films with oxygen vacancies. (a) Left panels: in-plane
band structure for WO3 with 0 %, 2 %, and 4 % oxygen vacancies. The calculations are performed using 2x2x4
supercells, with an oxygen vacancy in the WO2 planes. The band of the oxygen defect states is indicated in
orange, and the Fermi level is represented by the green dashed line. Right panels: density of states projected
on the oxygen 2p (red) and tungsten 5d (grey) orbitals. For WO2.94 the horizontal solid lines show the Fermi

level corresponding to carrier densities n1.5K = 5×1021 cm−3 (green) and 1×1018 cm−3 (violet). (b) Computed
2x1x1 supercell of WO2.94 showing the real space charge density isosurface of the defect band (orange). The
oxygen vacant site at the bottom is indicated by the dashed red circle. (c) Mobility as a function of carrier den-
sity (circles) at 1.5 K from the DFT calculations. The density at the Fermi level is indicated by the white circle,
and the diamond represents the experimental Hall data for the sample grown at pO2

= 20µbar. (d) Resistivity

vs temperature curves for WO2.94 from the DFT calculations.
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4.4. CONCLUSIONS
In summary, we demonstrated that structural, electronic and transport properties of
WO3 thin films can be controlled by changing the oxygen pressure during PLD growth.
The out-of-plane lattice constant of our thin films increases up to 10 % as a consequence
of the introduction of oxygen defects, while a pseudocubic phase of single crystal quality
is maintained. Oxygen vacancies act as electron donors and dope the material towards a
metallic state. Our VPSIC-DFT calculations describe oxygen vacancies in strained WO3
films as weakly localized, shallow donors of t2g orbital character, lying only a few tents
of meV below the bulk-like t2g mobility edge. According to our Bloch-Boltzmann rigid-

band calculations, full localization is only reached for n < 1×1019 cm−3, corresponding
to an extremely small vacancy concentration of 0.01 %. While several aspects of the cal-
culations are coherent with the measurements, it is very likely that additional effects, like
disorder and defect clustering, can enhance charge localization, thus shifting to higher
values the vacancy concentration threshold separating charge-localised and delocalised
regimes. Our results represent a fundamental step towards the understanding and engi-
neering of a material which is likely destined to become a rising star in the energy and
nanoelectronic applications of the future.
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4.5. SUPPLEMENTARY INFORMATION
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Figure 4.5: Plasma plume of WO3 ablated at different oxygen pressures. Photographs of the PLD vacuum
chamber, showing the carousel of targets on the left (the WO3 target is facing backwards) and the sample
holder on the right. The sample (square) is heated from the back with an 800 nm continuous laser (saturating
the camera). The pulsed laser radiation (λ = 248nm) enters the vacuum chamber from the bottom right and
impinges on the rotating WO3 target, generating a plasma plume directed perpendicularly towards the sam-
ple. At the lowest pO2

, the plume is barely visible due to minimal scattering of the ablated species with the

background gas. With increasing pO2
, the plume becomes more intense and confined. At pO2

≥ 80µbar, the

plume almost completely vanishes in intensity before reaching the sample, indicating the occurrence of many
scattering events that ensure a high oxidation of the material depositing on the substrate. This is consistent
with our experimental observations in Fig. 4.2 of the main text, and also explains the decreased WO3 thick-
ness which is deposited at the highest pO2

values, since more scattering events reduce the amount of material

reaching the sample.
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Figure 4.6: Topography of the samples. Atomic force microscopy images (2µm×2µm in size) show the surface
of the SrTiO3 substrate and of WO3 films grown in different oxygen pressures. A flat morphology with single
unit cell steps and terraces is observed for all pressure conditions, with a minimum surface roughness at pO2

=
50µbar (data in Fig. 4.1e of the main text).
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Figure 4.7: Reciprocal space maps around SrTiO3 (103) diffraction peak. The WO3 films determine a peak
(indicated by the red arrows) which continuously changes from l ∼ 2.93 to l ∼ 3.17 upon increasing pO2

. For

all growth pressures, the WO3 films are coherently strained in-plane to the substrate lattice, as indicated by the
identical alignment along the in-plane direction h.



4

58 4. CHARGE DOPING AND LARGE LATTICE EXPANSION IN WO3

1 2 3 4 5 6 7 8
2θ (deg)

101

103

105

107

109

1011

In
te

ns
ity

 (c
ps

)

5μbar
10μbar
20μbar
40μbar

50μbar
60μbar
80μbar
100μbar

0 50 100
pO2 (μbar)

8

9

10

11

12

13

Th
ick

ne
ss

 (n
m

)

0 50 100
pO2 (μbar)

0.2

0.4

0.6

0.8

Ro
ug

ne
ss

 (n
m

)

a b

c

Figure 4.8: X-ray reflectivity of WO3 thin films. (a) Low-angle θ–2θ measurements (circles) fit with a conven-
tional thin film reflectivity model (solid lines). (b) Film thickness and (c) interface roughness extracted from
the fits.
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Figure 4.9: Resistivity curves fit with Arrhenius and Mott variable range hopping. (a) The experimental
curves are fit with σ(T ) = 1/ρ(T ) =CArr exp(−TArr/T )+CVRH exp(−(TVRH/T )1/4) (black lines) from room tem-
perature down to T = 10K. This is a typical trend for electrical transport in complex oxide semiconductors [69].
Good agreement with the experimental data is observed at all temperatures. (b) Separated contribution to the
fit of the Arrhenius term (dashed lines) and variable range hopping term (dotted lines). The main resistivity
contribution at T ≥ 150K is provided by the Arrhenius term, justifying the analysis performed in Fig. 4.3 of
the main text. (c) Arrhenius and (d) variable range hopping scaling constants and (e), (f) corresponding tem-
perature constants extracted from the fits. Note that the activation energy discussed in the main text can be
calculated as Ea = TArrkB, where kB is the Boltzmann constant.
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Figure 4.10: Magnetotransport measurements of WO3 grown at 20µbar. (a) Magnetoresistance and (b) Hall
effect curves measured at different temperatures (curves horizontally offset by 1 T for clarity). The magne-

toresistance is defined as MR = ρxx(B)−ρxx(0)
ρxx(0) , where ρxx is the longitudinal resistivity. A small positive MR is

observed and it becomes negligible above 30 K, reminiscent of low-temperature localisation effects. The Hall
effect is negative and linear, indicating electron carriers, from which we extract (c) the three-dimensional car-
rier density and (d) the mobility. At the lowest temperature we find n3D = 4×1021 cm−3, corresponding to 0.25
electrons per WO3 formula unit. Both n3D and µ are almost constant in the studied temperature range.
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4.5.1. ADDITIONAL AB INITIO CALCULATIONS

To validate our DFT results, we applied VPSIC to several WO3 bulk structures, for which
an amount of experiments and earlier calculations is available. As an example, for the
triclinic δ-WO3 phase stable at room temperature we obtain an indirect band gap of
2.71 eV against a measured value of 2.75 eV [132], while for the low-temperature mono-
clinic ε-WO3 we have Eg = 3.34eV, which compares well with Eg = 3.27eV obtained with
the accurate, but computationally demanding, GW approach [133]. A comprehensive
review with results for WO3 by a variety of advanced methods can be found in ref. [134].

We simulated growth on the SrTiO3 substrate by using pseudocubic supercells with
the in-plane lattice constant kept fixed at aSrTiO3

= 3.905Å, and the orthogonal axis free
to relax. Concerning atomic positions, we started the structural simulations from a hy-
pothetical triclinic array with no symmetry imposed, and left all the atoms free to re-
lax towards the energy minimum. Several supercell symmetries were considered, cor-
responding to different oxygen vacancy concentrations and configurations. In Fig. 4.11
we show the atomic structure obtained for the pristine strained film. Since the aver-
age lattice parameter in the δ-WO3 phase is a = 3.75Å [135], we can estimate that the
match with the substrate induces a linear tensile strain of about 4 % in the film plane. To
partially relieve the stress associated with the planar expansion, the film shrunk longitu-
dinally, with c = 3.685Å. Overall, the strained film displays a 6 % volume expansion with
respect to the δ-WO3 bulk phase. This value is compatible with the experimental lattice
parameter of our most stoichiometric WO3 films c = 3.70Å, within the 1 % underestima-
tion usually observed in DFT calculations [136, 137].

Another remarkable difference with respect to the bulk is in octahedral tiltings: in
the planes (Fig. 4.11a), the W−O bonds are stretched out and the octahedral tiltings
largely suppressed, with W−O−W angles of ∼175°, on average. In the orthogonal di-
rection (Fig. 4.11b), the W−O bonds are more bulk-like, and the tiltings slightly larger
(W−O−W angles ∼168°). The structure displays octahedral distortions and shifts of W
atoms from the octahedral centres, which are also present in the triclinic phase. The
overall tilting pattern is a – b – c – , like in δ-WO3 bulk.

x

y

x

z

a b

Figure 4.11: Calculated structure for the WO3 film strained in the (x,y) plane to match the SrTiO3 substrate
lattice. (a) Film top view from the (x, y) plane and (b) side view in the growth direction from the (x, z) plane.
Grey and red balls are W and O atoms, respectively.
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Figure 4.12: Band structure calculated for strained WO3 with and without oxygen vacancies. (a) Pristine WO3
and with (b) 4 % vacancies with oxygens missing in the WO2 planes, (c) 2 % vacancies in apical position and (d)
2 % vacancies in-plane. The donor state resulting from the oxygen vacancies is drawn in orange. Zero energy
is fixed at the valence band top (not shown) and the Fermi level of the neutral state is indicated by the green
dashed lines. The k-points coordinates are Γ = [0,0,0], X = [1/2,0,0], M = [1/2,1/2,0], and R = [1/2,1/2,1/2]
expressed in units of [π/a,π/a,π/c], where a and c refer to the single WO3 unit cell.

In Fig. 4.12 we show the calculated bands for the strained WO3 films. The bands
of the vacancy-free structure are visibly similar to that of the bulk δ-WO3 phase, with
two significant differences. Firstly, Eg = 2.83eV is slightly larger than in bulk. Secondly,
our calculations show that in bulk δ-WO3 the valence band at X is 3 meV higher than
at Γ, resulting in an indirect X→Γ band gap. For the strained film, instead, the valence
band at Γ is 38 meV higher than at X, thus the gap is direct at the Γ point. We note that
the band-gap nature for WO3 at room temperature is debated [133, 134], although the
indirect gap hypothesis seems the most credited by experimental reports [39, 138, 139].
However, the flatness of the topmost valence band segment between X and Γ suggests
that minor structural differences in the sample could be sufficient to change the band
gap nature.

Let us see more in detail these results: for 4 % vacancies distributed in WO2 planes
(Fig. 4.12b), the defect state (orange) is separated, at its energy-lowest Γ point, by an op-
tical gap of about 150 meV from the t2g bottom. A large band dispersion of the defect
state is visible both in plane (along X−M) and out of plane (along R−M), indicating that
vacancies separated by two lattice units are still affected by a fair amount of mutual inter-
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action. Overall the system is a semi-metal, that is optically insulating but metallic from
the transport viewpoint. Notice a significant detail: the broader bandwidth direction of
the vacancy state is not along the cubic edge (Γ−X) but along the diagonal (X−M). This
is a consequence of the t2g orbitals orientation, which do not point towards the nearest
oxygen atoms, but diagonally. In the attempt to further reduce the metallic character of
the system, we tested two arrays with 2 % vacancy concentration, one with vacancy in
apical positions (Fig. 4.12c), another with vacancy in WO2 planes (Fig. 4.12d). In both
cases the vacancy distance is doubled with respect to the 4 % concentration, resulting in
a substantial decrease of the bandwidth along the significant k-space direction (X−M for
in-plane, and R−M for apical configuration). For both cases the band bottom is still at
Γ, with optical gaps equal to 120 meV and 75 meV for apical and in-plane vacancies, re-
spectively. Even at this lower vacancy concentration, however, the fully localized regime
is not reached. The calculated effective masses give a measure of the localization degree
of the defect state: for the in-plane vacancy state m∗ = 2.41me , while m∗ = 1.01me in
Γ−M and Γ−R directions, respectively. These values can be compared with m∗ = 0.85me

and 0.57me along the analogous directions for the lowest bulk-like t2g band. The defect
state is thus about 2–3 times less mobile than the states of the t2g conduction bottom.
For the apical vacancy state, we obtain m∗ = 1.17me and 1.25me along Γ−M and Γ−R,
which are not much larger than the bulk-like t2g band values m∗ = 0.86me and 0.74me

in the corresponding k-space directions.
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INSULATOR-TO-METAL

TRANSITION AT OXIDE INTERFACES

INDUCED BY WO3 OVERLAYERS

Interfaces between complex oxides constitute a unique playground for two-dimensional
electron systems (2DESs), where superconductivity and magnetism can arise from com-
binations of bulk insulators. The 2DES at the LaAlO3/SrTiO3 interface is one of the most
studied in this regard, and its origin is determined by the polar field in LaAlO3 as well
as by the presence of point defects, like oxygen vacancies and intermixed cations. These
defects usually reside in the conduction channel and are responsible for a decrease of
the electronic mobility. In this work, we use an amorphous WO3 overlayer to obtain a
high-mobility 2DES in WO3/LaAlO3/SrTiO3 heterostructures. The studied system shows a
sharp insulator-to-metal transition as a function of both LaAlO3 and WO3 layer thickness.
Low-temperature magnetotransport reveals a strong magnetoresistance reaching 900% at
10 T and 1.5 K, the presence of multiple conduction channels with carrier mobility up to
80 000 cm2 V−1 s−1 and quantum oscillations of conductance.

Parts of this chapter have been published in ACS Applied Materials & Interfaces (2017), by G. Mattoni, D. J.
Baek, N. Manca, N. Verhagen, D. J. Groenendijk, L. F. Kourkoutis, A. Filippetti, and A. D. Caviglia [140].
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T
HE formation of a two-dimensional electron system (2DES) at the interface be-
tween band insulators SrTiO3 (STO) and LaAlO3 (LAO) is among the most in-
triguing effects studied in oxide electronics [55]. Gate-tunable superconductivity

[49, 50], strong spin-orbit coupling [51, 52] and magnetism [53, 54] are some of the many
phenomena observed. The origin of this 2DES is a long-standing question and recent
results indicate that a consistent picture should take into account both the built-in po-
lar field and the presence of point defects [47, 58, 60]. Among these, oxygen vacancies
and cation off-stoichiometry in STO are capable of inducing a 2DES [57, 59]. However,
although defects can contribute to the conductivity, they also act as scattering centres
within the potential well, lowering the electronic mobility [141]. To promote high elec-
tron mobility, it is desirable to spatially separate the donor sites from the conducting
plane, while allowing 2DES formation in the STO top layers. There have been various
approaches to control the defect concentration profile and enhance the mobility which
involve the use of crystalline insulating overlayers [142, 143], adsorbates [144], amor-
phous materials [145] and even thin metallic layers [146, 147]. The potential of these
overlayers for defect management is determined by their reactivity and capacity to host
defects such as oxygen vacancies. A promising material in this respect is the transition
metal oxide WO3. Both crystalline and amorphous WO3 can host vacancies and intersti-
tial atoms, thus allowing cation accommodation and diffusion, with a tendency to form
compounds such as tungsten bronzes [116, 148]. In addition, the several possible ox-
idation states of tungsten make WO3 particularly active in undergoing redox reactions
and, for this reason, this material is often utilized in electrochemical applications and
electrochromic devices [36, 38, 112].

In this work, we combine the use of a crystalline LAO/STO interface with the high
reactivity of amorphous WO3 to realise a high-mobility 2DES in WO3/LAO/STO het-
erostructures. The WO3 overlayers reduce the critical LAO thickness required for the
formation of a 2DES. We characterise the transport properties of this system as a func-
tion of WO3 and LAO thickness and find multiple conduction channels with high elec-
tron mobility up to 80 000 cm2 V−1 s−1. The multichannel conduction leads to a remark-
ably strong classical magnetoresistance (MR), which reaches 900% at 10 T and 1.5 K. In
the low-temperature regime, Shubnikov–de Haas (SdH) oscillations indicate strong two-
dimensional confinement of the charge carriers. Our results underscore WO3 as an effi-
cient extrinsic dopant for oxide interfaces that can be used to engineer novel conductive
electron systems.

5.1. STRUCTURAL CHARACTERISATION
Heterostructures of amorphous WO3 and crystalline LAO are grown on TiO2-terminated
STO (001) substrates by pulsed laser deposition (details on the growth and X-ray diffrac-
tion analysis are provided in Figs. 5.6 and 5.7). We use the notation (m,n) to denote the
heterostructures consisting of m unit cells (uc) of WO3 and n uc of LAO. Because WO3 is
amorphous, this corresponds to the crystalline equivalent number of unit cells. To inves-
tigate the atomic structure of the WO3/LAO/STO system, we perform high-angle annu-
lar dark-field scanning transmission electron microscopy (HAADF-STEM). The HAADF-
STEM images in Figs. 5.1a and 5.1b acquired on a (4,2) heterostructure show a uniform
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Figure 5.1: Structural characterisation of WO3/LAO/STO heterostructures. (a) Lower magnification and (b)
close-up HAADF-STEM image from a (4,2) heterostructure along the (001) direction. (c) EELS elemental map
showing normalized core-loss signals for La M4,5, (d) Ti L2,3 edges and (e) combined signal. (f) Normalised
EELS intensity profile averaged in the direction parallel to the interface. (g) Surface topography by AFM.

layer of amorphous WO3 corresponding to 4 uc thickness, on top of 2 uc crystalline LAO.
Because of the difference in the atomic number of La and Sr, the HAADF signal from the
LAO is more intense than that of the underlying STO. To further confirm the crystallinity
and conformity of the LAO layers, electron energy loss spectroscopy (EELS) is performed.
With an energy dispersion of 0.25 eV/channel, the Ti L2,3 and La M4,5 edges are recorded
simultaneously, providing atomic-resolution Ti and La elemental maps as presented in
Figs. 5.1c to 5.1e. By averaging the La map parallel to the interface in Fig. 5.1f, two clear
peaks are found for La, consistent with the growth of two LAO layers in our heterostruc-
ture. The measurements indicate a crystalline LAO/STO interface, with small amount of
La interdiffusion into the substrate. However, we observe significant diffusion of La into
the WO3 layer. The surface of all heterostructures is additionally measured by atomic
force microscopy (Fig. 5.1g) which reveals the steps and terraces of the underlying STO
substrate, indicating uniform film growth.

5.2. INSULATOR-TO-METAL TRANSITION
The series of resistance versus temperature curves of (m,n) heterostructures in Fig. 5.2a
shows a sharp thickness-dependent insulator-to-metal transition. The transport mea-
surements are performed in a van der Pauw configuration (see Methods for details).
For different (m,n) combinations the samples show either insulating (orange curves)
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Figure 5.2: Insulator-to-metal transition in WO3/LAO/STO heterostructures. (a) Resistance vs tempera-
ture for different (m,n) thickness combinations and (b) transport phase diagram showing insulating (or-
ange crosses) and metallic (stars with colour scale) heterostructures. The colour scale indicates the residual-
resistance ratio for the metallic samples, and the orange shaded area marks the (m,n) combinations constitut-
ing insulating heterostructures. (c) Schematic of the energy levels alignment for a (m ≥ 3,2) heterostructure.
Valence band (solid colours), conduction band (shaded colours) and amorphous WO3 energy levels. Charge
transfer from the oxygen vacancy levels, residing just below WO3 conduction states, to STO is indicated by the
yellow arrow.

or metallic (blue curves) character, with a sharp transition between the two regimes as a
function of the layer thickness. This is particularly evident when comparing the (4,1) and
(4,2) curves, where a variation of a single uc of the LAO interlayer determines a 3 orders
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of magnitude difference in room temperature resistivity, which diverges upon cooling.
The onset of the metallic state corresponds to the sheet resistance value h/e2 (dotted
line in Fig. 5.2a) which is the quantum limit for metallicity in 2D [149–151], providing
strong evidence for the two-dimensional nature of this electronic system.

The interplay between WO3 and LAO thicknesses is summarised in the phase di-
agram of Fig. 5.2b, where we indicate the (m,n) combinations resulting in insulating
samples with a shaded orange background. For LAO-only films (0,n) we reproduce the
critical thickness for metallicity of 4 uc in crystalline LAO/STO interfaces, whereas sam-
ples with only WO3 (m,0) are always insulating. Heterostructures with 1 uc of LAO (m,1)
are insulating independent of the WO3 layer thickness. When n = 2 the insulating state
persists for WO3 thickness m ≤ 2 only, above which a metallic state is induced. With
three uc of LAO, a single layer of WO3 is enough to trigger the metallic state.

The main difference between our metallic WO3/LAO/STO heterostructures compa-
red to typical LAO/STO interfaces manifests itself below 30 K. Although the resistivity
curves approximately overlap above 30 K, the resistivity of the WO3-doped samples de-
creases sharply at lower temperatures. To highlight this trend, we compare the metallic-
ity of the conducting heterostructures by evaluating their residual resistivity ratio de-
fined as RRR = ρxx (300K)/ρxx (1.5K). Higher RRR values indicate more pronounced
metallic behaviour and are represented by the colour map in Fig. 5.2b. Our reference
LAO/STO heterostructure (0,4) has RRR = 110, which is similar to previous reports [59,
152]. In the WO3/LAO/STO system, we find higher values for decreasing thickness of the
LAO interlayer. As an example, the (4,2) combination shows RRR = 700.

On the basis of our experimental observations, we propose the mechanism sketched
in Fig. 5.2c for the 2DES formation. The nonpolar STO and the amorphous WO3 have flat
energy levels along the direction perpendicular to the interface, whereas the polar field
in LAO determines a potential rise of about 1 eV per uc. According to our self-interaction-
free density functional calculations [122] in Fig. 5.8 and the following paragraph, oxy-
gen vacancies form donor levels in WO3 that reside about 0.1 eV below its conduction
states. Above a critical LAO thickness, a charge transfer to STO conduction band oc-
curs. Our data shows that the minimum LAO thickness required to observe metallicity is
2 uc and, as a general trend above this value, thinner LAO determines higher RRR. This
phenomenon is the balance of two competing effects. On the one hand, a sufficiently
thick LAO interlayer is required to provide the electric field necessary for driving charge
carriers at the LAO/STO interface [153]. On the other hand, the doping mechanism is
enhanced if the WO3 overlayer is closer to the STO. Within this picture, the optimal LAO
thickness for the formation of a conductive state with high RRR is found to be 2 uc. This
is in agreement with previous works on STO-based systems, where a polar interlayer was
shown to effectively separate the conductive interface from its source of doping, enhanc-
ing its metallicity [143].

Insights into the doping mechanism involving oxygen vacancies can be obtained by
varying the WO3 growth conditions. Conductive WO3/LAO/STO heterostructures are
obtained only if WO3 is deposited at sufficiently low oxygen pressure (pO2

< 4×10−2 mbar),
determining oxygen-deficient films [43, 103]. Furthermore, a postannealing treatment
in O2 atmosphere performed on conductive samples turns them insulating (Fig. 5.9).
This is a strong indication that oxygen vacancies in the top layers play an important



5

70 5. INSULATOR-TO-METAL TRANSITION INDUCED BY WO3 OVERLAYERS

role in the insulator-to-metal transition in WO3/LAO/STO heterostructures, where the
dopants are in a thermodynamically quenched state [154]. We also note that, although
the WO3 overlayers are amorphous, if their growth is performed at room temperature
the resulting heterostructures are insulating. This indicates that the doping mechanism
is a thermally-activated process happening during the high-temperature growth of WO3.
In contrast to other STO-based 2DES where the dopant layer lies directly on top of the
conductive interface [153, 155], here the crystalline LAO interlayer effectively separates
it from the STO, determining a 2DES with high-mobility carriers, as discussed below.
With this approach, we are thus able to combine the doping provided by the amorphous
overlayer with the advantage of a crystalline conductive interface.

5.3. MAGNETOTRANSPORT
The characteristics of the metallic state in WO3/LAO/STO are investigated by perform-
ing magnetotransport measurements on a (4,2) heterostructure, which has a high RRR

value. In Fig. 5.3a we present its magnetoresistance (MR) defined as MR = ρxx (B)−ρ0
ρ0

,
where ρ0 is the sheet resistance at B = 0 and the magnetic field is applied perpendicular
to the interface plane. At 1.5 K, the MR is positive and reaches 900% at 10 T, correspond-
ing to 1 order of magnitude increase in sheet resistance. This differs greatly from what
is usually observed in LAO/STO heterostructures (0,n) as can be seen from the compar-
ison with a (0,4) sample in Fig. 5.3a. The LAO/STO, in fact, shows a positive MR in the
order of 10 % at 10 T, consistent with previous reports [51, 156, 157].

The Hall resistance of the (4,2) heterostructure (Fig. 5.3b) is negative, indicating elec-
tron-like transport, with a kink at about 1 T. A nonlinear component in the Hall effect of
STO-based systems is typically related to multiple conduction channels contributing to
the transport [145, 158–160]. In the two-channel system, the sheet resistance (ρxx ) and
the Hall resistance (ρx y ) are given by

ρxx = (nIµI +nIIµII)+ (nIµII +nIIµI)µIµIIB 2

(nIµI +nIIµII)2 + (nµIµIIB)2 · 1

e
, (5.1a)

ρx y =
(±nIµ

2
I ±nIIµ

2
II)+n(µIµIIB)2

(nIµI +nIIµII)2 + (nµIµIIB)2 · B

e
, (5.1b)

where ni , µi are the carrier density and mobility of the i -th channel and n = (±nI ±
nII), with the ± sign indicating hole or electron carriers, respectively. The nonlinear-
ity in the Hall effect is well captured after fitting the data to Eq. (5.1b) (dashed line in
Fig. 5.3b). The extracted transport parameters are presented in Table 5.1 (see Meth-
ods for details). The (4,2) heterostructure presents two channels of electrons: one with
lower mobility µI = 3600cm2 V−1 s−1, nI = 1.7×1013 cm−2 and one with higher mobility
µII = 80000cm2 V−1 s−1, nII = 9.3×1012 cm−2. Higher mobility values are observed for
lower carrier densities, consistently with previous studies of STO-based 2DES [159, 160].
We note that the sheet resistance of the higher mobility channel ρII is one order of mag-
nitude smaller than ρI, indicating that it dominates the low-temperature transport. The
(4,2) mobility is about 2 orders of magnitude higher than what was observed in the ref-
erence (0,4) sample (µI = 840cm2 V−1 s−1), which is consistent with the higher resistivity
at 1.5 K and the lower RRR value usually found in LAO/STO heterostructures.
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Figure 5.3: Comparison of WO3/LAO/STO and LAO/STO magnetotransport. (a) Magnetoresistance and (b)
Hall effect measured at 1.5 K in van der Pauw geometry, with respective zoom-in (insets). The Hall data is fitted
(dashed lines) with Eq. (5.1b) and used to extract the values in Table 5.1. The classical MR (dashed line in (a))
is calculated from these values using Eq. (5.1a).

Using ni , µi extracted from the Hall effect, we calculate with Eq. (5.1a) the classical
two-channel MR (dashed line in Fig. 5.3a). The resulting curve has the same order of
magnitude as that of the measured signal, signalling that the classical component is the
dominant MR contribution, in particular for small magnetic fields. The residual MR is
much larger than the typical magnitude of quantum correction effects, which are thus
negligible in this case. The additional MR signal can be explained considering Boltz-
mann transport contributions for mixed orbital states [52], or disorder, which can lead
to a linear high MR (Fig. 5.11) [161, 162].

Table 5.1: Transport parameters. Mobility, carrier density, sheet resistance, and mean free path of the con-
ductive channels extracted from the fits in Fig. 5.3b.

µ (cm2 V−1 s−1) n2D (cm−2) ρ0 (Ω) λ (nm)

(4,2)II 80 000 9.3×1012 8 4100

(4,2)I 3600 1.7×1013 100 250

(0,4)I 840 2.6×1013 290 70
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Figure 5.4: Temperature dependence of the magnetotransport. (a) Mobility and (b) carrier density as a func-
tion of temperature for a (4,2) WO3/LAO/STO heterostructure. The parameters for the two channels (squares
and circles) are extracted by fitting the Hall effect with Eq. (5.1b). (c) Resistance vs temperature with applied
perpendicular magnetic field B = 0 and 12 T compared to the resistivity of the lower mobility channel (cir-
cles). The inset shows an optical image of a 100µm×500µm Hall bar used for electrical characterisation. (d)
Proposed mechanism for the formation of two parallel conduction channels in STO below 30 K. The lower mo-
bility Channel I is closer to the defect-rich interface region, while Channel II extends deep in the less-defected
material. The temperature-dependent STO dielectric constant ε changes the electron charge distribution (in-
dicated in yellow), determining a crossover from multichannel (T < 30K) to single channel transport.

5.4. TEMPERATURE-DEPENDENT MAGNETOTRANSPORT
Additional insight into the effects of these parallel conduction channels is obtained by
tracking them as a function of temperature. The measurements are performed on a (4,2)
heterostructure in a 100µm×500µm Hall bar geometry (inset of Fig. 5.4c), as described
in the Methods. We observe a nonlinear Hall effect below 30 K, whereas it is linear at
higher temperatures (Fig. 5.12). The temperature dependence of mobility and carrier
density for the two channels are extracted in Figs. 5.4a and 5.4b. For the higher mobil-
ity channel we find that both µII, nII decrease and then completely disappear above
30 K. The lower mobility Channel I shows an almost temperature-independent carrier
density and a mobility decreasing several orders of magnitude upon warming, similar
to what previously reported for conventional LAO/STO heterostructures [163]. Interest-
ingly, above 30 K, where the high-mobility electrons disappear, the resistivity curves in
Fig. 5.2a overlap with LAO/STO, indicating that Channel II is a peculiar characteristic of
WO3/LAO/STO heterostructures.

The presence of two distinct conduction channels can be explained considering a
different spatial confinement of the charge carriers in the STO (Fig. 5.4d). The electrons
of Channel I, closer to the LAO layer, experience a stronger polar electric field and a
higher concentration of defects, resulting in lower mobility. Channel II, instead, arises
from electrons that extend deeper into the substrate, where a less-defected STO deter-
mines a higher mobility. In this scenario, the spatial extent of the conductive channels is
related to the STO dielectric constant, which drops sharply upon warming, determining
the depopulation of Channel II [164] (see also Fig. 5.13). A similar mechanism and tem-
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perature dependence have been previously reported for other STO-based heterostruc-
tures [159, 160, 165, 166]. This interpretation is further supported by field-effect mea-
surements performed in a back-gate configuration (Fig. 5.14).

We study the effect of a magnetic field on the higher mobility Channel II, and show
that it dominates the transport only at small values of B . In Fig. 5.4c we compare the re-
sistivity versus temperature curve measured with B = 0 and 12 T applied perpendicular
to the interface plane. At 1.5 K the curves are well separated, determining a strong pos-
itive MR of 200 %. On warming, the MR decreases and the curves overlap. The strong
MR in our system can be explained by considering the high mobility of Channel II
and the large resistivity ratio of the two channels. In general, classical MR predicts a
strong resistivity increase with applied magnetic field whenever the charge carriers pos-
sess high mobility. In systems with multiple channels high MR is observed only if the
high-mobility channel is dominant in the electronic conduction (i.e., ρII/ρI ¿ 1). Both
conditions are met in WO3/LAO/STO, where we find a direct correlation between the
ratio ρII/ρI and the MR magnitude at 10 T: with ρII/ρI ∼ 10−1 in Fig. 5.3 we measure
MR ∼ 900%, and with ρII/ρI ∼ 1 in Fig. 5.4 we have a lower MR ∼ 200%. A confirmation
of this behaviour is given by considering that ρI values in Fig. 5.4c well represent the re-
sistivity versus temperature curve at B = 12T. This indicates that the transport response
is dominated by the low-mobility channel at high magnetic field.

5.5. QUANTUM OSCILLATIONS OF CONDUCTANCE
The electronic state confined in our (4,2) WO3/LAO/STO heterostructures shows Shub-
nikov–de Haas (SdH) oscillations superimposed on the background of strong positive
MR. The SdH as a function of temperature are shown in Fig. 5.5a, where their signal
was extracted by fitting the background with a third-order polynomial (dashed line in
Fig. 5.5b). The oscillations disappear when the magnetic field is applied parallel to the
interface plane, as expected for a two-dimensional system. SdH oscillations in 2DESs
can be modelled by

∆ρxx = 4ρce−αTD
αT

sinh(αT )
sin

(
2π

ωSdH

B

)
, (5.2)

where ρc is the classical sheet resistance in zero magnetic field, α= 2π2kB/ħωc with cy-
clotron frequency ωc = eB/m∗, Boltzmann constant kB, reduced Planck’s constant ħ,
carrier effective mass m∗ and Dingle temperature TD [167]. Fourier analysis in Fig. 5.5c
reveals that the oscillations are periodic in B−1, with a main frequency peak at ωSdH =
50T. Assuming a 2DES with circular sections of the Fermi surface, we can estimate the
carrier density as nSdH = νse

h ωSdH, where νs indicates the spin degeneracy. By consider-
ing νs = 2 we find nSdH = 2.5×1012 cm−2.

To extract the mass of the electrons showing the SdH effect, in Fig. 5.5d we track the
oscillation amplitude at B = 11.85T as a function of temperature (similar results are ob-
tained using different values of B). Fitting the trend with Eq. (5.2), we find m∗ = 5.6me.
From the Dingle plot in Fig. 5.5e we extract TD = 0.45K. This value points to an or-
dered electronic system with sharp Landau levels, considering that their energy smear-
ing kBTD ∼ 40µeV is much smaller than their spacing ħωc ∼ 250µeV. The extracted value



5

74 5. INSULATOR-TO-METAL TRANSITION INDUCED BY WO3 OVERLAYERS

8 10 12 14
B (T)

90

95

100

105

ρ x
x (
Ω/

sq
ua

re
)

41mK
1900mK

ρ0 = 35Ω/square

0.06 0.08 0.10 0.12 0.14
B−1 (T−1)

−4

−3

−2

−1

0

1

2

Δρ
xx

 (Ω
/s

qu
ar

e)

μII, Hall = 17, 700 cm2 V−1 s−1

μI, Hall = 2, 140 cm2 V−1 s−1

nII, Hall = 6.5 × 1012 cm−2

nI, Hall = 2.9 × 1013 cm−2
41
110
140
180
220
270
340
380
450
580
680
750

1100
1900

T (mK)

0.0 0.5 1.0 1.5 2.0
T (K)

0.0

0.5

1.0

Δρ
xx

(T
)/Δ
ρ x

x(4
1m

K)

m *  = 5.6 me

B = 11.85 T

0 100 200 300
ωSdH (T)

0.0

0.5

1.0

FT
 a

m
pl

itu
de

 (a
.u

.)

nSdH = 2.5 × 1012 cm−2

0.08 0.10 0.12
B−1 (T−1)

−2

−1

0

1

2

lo
g(
Δρ

xx
sin

h(
αT

)/α
T)

T = 41 mK

TD = 0.45 K
τ = 2.7 ps
μSdH = 850 cm2 V−1 s−1

ρC = 14Ω/square

a

b c

d e

Figure 5.5: Quantum oscillations of conductance. (a) Temperature dependence of the SdH oscillations after
the removal of a third order polynomial background for a (4,2) WO3/LAO/STO heterostructure. The dashed
and dotted lines indicate the data in (d) and (e), respectively. (b) Raw ρxx data at two different temperatures
showing the fit of the polynomial background (dashed lines). (c) Fourier spectra of the oscillation in the range
7–14 T. (d) Temperature dependence of the oscillation amplitude at B = 11.85T and fit to Eq. (5.2) (dashed
line) from which the carrier effective mass m∗ is extracted. (e) Dingle plot of the SdH oscillations minima at
T = 41mK and fit to Eq. (5.2) (dotted line) from which the Dingle temperature TD, elastic scattering time τ,
mobility µSdH and the classical sheet resistance ρc are extracted.

ρc = 14Ω/square is in good agreement with ρ0 = 35Ω/square, corroborating the per-
formed analysis. Using TD =ħ/2πkBτ and τ= m∗µSdH/e we calculate the elastic scatter-
ing time τ= 2.7ps and the quantum mobility µSdH = 850cm2 V−1 s−1.

It is worth to compare the results of the SdH analysis with the Hall effect measure-
ments (values for this sample in Fig. 5.5a). Although the Hall effect shows the presence
of two conduction channels, a single oscillation frequency dominates the SdH signal.
We identify the lower mobility Channel I as the source of the observed SdH. This con-
clusion stems from two considerations: in STO-based materials nSdH is usually about an
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order of magnitude smaller than nHall [168–170], and, similarly, quantum mobility µSdH

is a factor 2–5 smaller than µHall [145, 171]. The properties of Channel I fulfil these con-
ditions. This naturally raises the question as to why the higher mobility channel is not
visible in the SdH signal. We show in Fig. 5.15 and Table 5.2 that the quantum oscilla-
tions of Channel II have low visibility due to its high classical MR, and that this is well
explained within the two-channel model. Furthermore, this observation is in agreement
with Fig. 5.4c, where we showed that transport at high magnetic field is dominated by
the lower mobility channel.

Quite unusual is the effective mass value m∗ = 5.6me, which is 2–3 times larger than
what is typically observed in LAO/STO heterostructures [145, 157]. Possible explana-
tions for this electron mass renormalization are the modified defect profile with respect
to conventional LAO/STO interfaces [172], large phonon-drag due to tight spatial elec-
tron confinement [173, 174], or strong polaronic effects which have been reported in
both LAO/STO interfaces and amorphous WO3 thin films [175, 176]. Further studies are
required to reveal the origin of this phenomenon.

5.6. CONCLUSIONS
To conclude, we have demonstrated that amorphous WO3 is an effective overlayer to in-
duce an insulator-to-metal transition in WO3/LAO/STO heterostructures. Reducing the
crystalline LAO critical thickness from 4 to 2 uc, the WO3 overlayer determined a metal-
lic system with large RRR and high electron mobility. We ascribed the appearance of a
strong classical magnetoresistance to the large resistivity ratio and high mobility of the
multiple conduction channels observed in the system. Quantum oscillations of conduc-
tance confirmed the realisation of high-quality WO3/LAO/STO heterostructures, where
a strong two-dimensional confinement of carriers is observed. All of these results are
obtained using an amorphous WO3 overlayer, which does not require crystal matching
and could thus be exploited to induce 2DES in other oxide materials.

5.7. METHODS

SAMPLE GROWTH

WO3/LaAlO3/SrTiO3 heterostructures were grown by pulsed laser deposition on com-
mercially available 5 mm×5 mm SrTiO3 (001) substrates, with TiO2 surface termination.
The laser ablation was performed using a KrF excimer laser (Coherent COMPexPro 205,
λ = 248nm) with a 1 Hz repetition rate and 1 J cm−2 fluence. The target-substrate dis-
tance was fixed at 55 mm. For the LaAlO3 thin films a crystalline target was employed
and the deposition performed at 800 ◦C substrate temperature and 3×10−5 mbar oxy-
gen pressure. LaAlO3 film thickness was monitored in situ during growth by intensity
oscillations of reflection high-energy electron diffraction (RHEED). The samples were
annealed for 1 h at 600 ◦C in 300 mbar of O2 atmosphere to compensate for the possible
formation of oxygen vacancies. The amorphous WO3 thin films were deposited from a
WO3 sintered target at 500 ◦C substrate temperature and 5×10−3 mbar oxygen pressure.
WO3 film thickness was calibrated by depositing crystalline WO3 on SrTiO3 and monitor-
ing the growth by RHEED. The thickness value was then confirmed by X-ray diffraction
(XRD) and transmission electron microscopy (TEM) measurements (further details in
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Chapter 4). At the end of the growth the heterostructures were cooled down to ambient
temperature in 5×10−3 mbar oxygen pressure (further details in Fig. 5.6).

HALL BAR GEOMETRY FABRICATION

SrTiO3 substrates were patterned prior to WO3/LaAlO3 thin-film deposition with stan-
dard e-beam lithography, followed by the deposition of an insulating Al2O3 mask. The
mask was deposited at room temperature by radio frequency sputtering in a 5µbar Ar
atmosphere, resulting in amorphous alumina.

ELECTRICAL MEASUREMENTS

The measurements in Figs. 5.2 and 5.3 were carried out in van der Pauw configuration,
whereas for the ones in Figs. 5.4 and 5.5 a Hall bar geometry was used. In both mea-
surement configurations, the metallic interface was directly contacted by ultrasonically
wire-bonded Al.

NONLINEAR HALL EFFECT FITS

The fits are performed with the least squares method using data in the magnetic field
range −4 to 4 T. The constraint 1/ρ0 = 1/ρI +1/ρII is applied to the fitting parameters,
and ρ0 is extracted from the ρxx (B) measurement. With the assumption 1/ρi = ni eµi ,
only three free parameters among ρi , ni , µi , with i = I and II, are varied in the fitting
procedure.
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Figure 5.6: Schematic of the growth conditions. Cycle of sample temperature and oxygen pressure used for the
growth of all the (m,n) heterostructures: (i) heating to 800 ◦C in 5×10−4 mbar followed by possible LaAlO3 de-

position, (ii) post-growth anneal step for 1 h at 600 ◦C and 300 mbar, (iii) cool-down to 500 ◦C and 5×10−3 mbar
followed by possible WO3 deposition, final cool-down to room temperature. A rate of 20 ◦C min−1 was used for
all temperature ramps. The (m,0) and (0,n) samples underwent the same T , p cycle, where the LAO or WO3
deposition steps were substituted by an idling stage of a few minutes.
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Figure 5.8: Band structure of bulk WO3 with oxygen vacancies. Self-interaction-free density functional theory
calculations of a defected WO3 structure with 2 % oxygen vacancies. The computations are performed using
plane-waves and ultrasoft pseudopotentials, with cut-off energy of 35 Ryd, and 2x2x4 supercells with triclinic
symmetry and fully relaxed atomic structure. Vacancies are introduced by removing oxygen atoms from WO2
crystal planes. We find a 2.6 eV band gap for the bulk WO3 structure. The oxygen-vacant donor sites form
energy levels about 0.1 eV below the conduction band bottom. This analysis holds for a crystalline system,
but the alignment of these energy levels in our amorphous WO3 overlayers is likely to be similar. Considering
this electronic structure, the electric field provided by the LAO interlayer determines, above the critical thick-
ness of 2 uc, an electron transfer from the oxygen vacancy levels to STO conduction band. This mechanism,
discussed in Fig. 5.2c of the main text, is responsible for the formation of a metallic 2DES in WO3/LAO/STO
heterostructures and explains how our experimental results depend on LAO thickness. The dependence on
WO3 thickness, instead, can be explained considering that thicker WO3 provides a higher number of oxygen-
vacant donor states. In this picture, the 2DES forms when the number of carriers overcomes the limit for
metallic conductivity in 2D.
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Figure 5.10: Hall effect fits performed on different data ranges. (a) Hall effect measured at 1.5 K on the (4,2)
WO3/LAO/STO heterostructure of Fig. 5.3 in the main text. The same curve is repeated several times (coloured
lines), with vertical offsets of 20Ω. Fits with the two-channel model (Eq. (5.1b) of the main text) are performed
in the magnetic field range −B∗ < B < B∗, where the value of B∗ for each curve is indicated by the number
in colour. Using the parameters extracted from each fit, the two-channel Hall effect is then calculated for the
full data range (dashed lines). (b) Percentage deviation of the calculated curves with respect to the measured
data. The curves are vertically offset by 10 % and the horizontal dashed lines indicate 0 % deviation. For fits
with B∗ ≤ 3T we observe a deviation larger than 10 % at high magnetic field. For B∗ ≥ 8T, instead, a deviation
larger than 10 % is observed in the low-magnetic field range. Based on these observations, we choose the
optimal value B∗ = 4T to fit the data in the main text because it provides the best fit of the low-field data while
guaranteeing a deviation smaller than 10 % in the high-field range. (c) Sheet resistance, (d) carrier density and
(e) mobility extracted from the two-channel model. The vertical blue line indicates the results for the optimal
fit range B∗ = 4T. We note that the extracted parameters do not have a strong dependence on the choice of
B∗. To estimate the reliability of the values extracted by the fits, we consider that for B∗ = 2T the high-mobility
is µII = 66000cm2 V−1 s−1, and for B∗ = 10T is µII = 88000cm2 V−1 s−1. The two values show a discrepancy
of about 20 %, which provides an indication of the upper limit confidence range of the parameters extracted
from the fits. This error is compatible with the observed sample-to-sample variations and does not change the
order of magnitude of the extracted values.
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Figure 5.11: Phenomenological magnetoresistance fits. (a) Experimental magnetoresistance (solid lines) at
different temperatures, classical magnetoresistance ρcMR (red dotted lines) calculated with Eq. (5.1a) of the
main text using the parameters extracted from the Hall effect, and total magnetoresistance (black dashed lines)
obtained summing ρcMR with the fir of the residual magnetoresistance ρres. (b) Residual magnetoresistance
curves (offset for clarity) fitted with a power law function (dashed black lines), and (c) extracted parameters.
The fits, performed in the 3–12 T range, represent well the high-field part of the experimental curves. The
amplitude factor C (T ) shows a decreasing trend as a function of temperature, consistent with the decreas-
ing magnetoresistance effect. The exponent α(T ) grows with increasing temperature, and evolves from α < 1
(curve of ρres concave down) to α> 1 (concave up) at about 30 K. We note that this temperature corresponds
to the crossover from the presence of two to one conduction channels observed in the Hall measurements.
In this framework, the power-law dependence of the residual magnetoresistance might be related to spatial
inhomogeneities of n2D and µ, or to disorder.
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Figure 5.12: Temperature dependent magnetotransport of a (4,2) WO3/LAO/STO heterostructure. (a) Mag-
netoresistance and (b) Hall effect measured at different temperatures in a Hall bar configuration (curves shifted
horizontally by 2 T for clarity). Fits of the Hall curves (dashed lines) allow to extract (c) sheet resistance, (d) car-
rier density and (e) mobility of the two conduction channels.
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Figure 5.13: Comparison of STO dielectric constant with high-mobility carrier density. Temperature depen-
dence of STO relative dielectric constant along the c-axis (orange) from ref. [164]and carrier density of the
high mobility channel in the (4,2) WO3/LAO/STO heterostructure of Fig. 5.4 of the main text. We note that
nII decreases sharply and then disappears in the same temperature range where the STO dielectric constant
presents a sharp drop. This suggests that the loss of the high-mobility carriers above 30 K is related to a change
in the STO dielectric environment.
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Figure 5.14: Back-gate modulation of the magnetotransport of a (4,2) heterostructure at 1.5 K. (a) Magne-
toresistance curves showing that a positive gate voltage determines stronger MR signal. (b) Hall effect curves
under field-effect (horizontally shifted by 1 T for clarity) fitted with the two-channel model (dashed lines). (c)
Sheet resistance, (d) carrier density and (e) mobility of the two electron channels as a function of back-gate
voltage extracted from the fits. The measurements are performed on a 100µm×500µm Hall bar device, simi-
lar to the one used in Fig. 5.4 of the main text. The sample is glued with silver paint on a homogeneous metallic
plate which is used as a back-gate. The back-gate has a strong effect on the carrier density of the higher mobil-
ity band, with a negative voltage determining lower nII. Because a negative back-gate voltage enhances the
electron gas confinement to the LAO/STO interfacial region, reducing the depth of the electron distribution
in the STO substrate, these measurements support our interpretation of a different spatial confinement of the
two conduction channels given in Fig. 5.4 of the main text.
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5.8.1. SDH OSCILLATIONS WITH TWO-CHANNEL MAGNETORESISTANCE
While the Hall data indicates the presence of two parallel conduction channels, SdH
measurements present only one oscillatory signal. Here we show that this apparent dis-
crepancy is well explained in the framework of the two-channel model. In Fig. 5.15a we
compare the experimental SdH data at 41 mK with the one calculated with the expres-
sion

∆ρSdH = 4ρce−αTD
αT

sinh(αT )
sin

(
2π

ωSdH

B

)
, (5.3)

using the experimental parameters from Fig. 5.5 of the main text. We note that the sub-
traction of the MR background is crucial in order to extract a clear oscillatory compo-
nent. The agreement between the calculated curve and the experimental data above 8 T
indicates that, despite the strong MR background, the procedure used in Fig. 5.5 of the
main text provides the correct representation of the experimental SdH signal.

In the presence of multiple conduction channels, ρxx is given by the combination of
the contributions of both the classical MR and the SdH. Here, we derive an expression
for the total ρxx in the case of transport dominated by multiple channels with SdH os-
cillations. In the presence of SdH, the single channel resistivity tensor in 2D for electron
carriers is

ρ =
(
ρ0 +∆ρSdH ρ0µB
−ρ0µB ρ0 +∆ρSdH

)
. (5.4)

Considering that σ= ρ−1, the expression for the conductance tensor is

σ= 1

(ρ0 +∆ρSdH)2 + (ρ0µB)2

(
ρ0 +∆ρSdH −ρ0µB
ρ0µB ρ0 +∆ρSdH

)
. (5.5)

In the case of two (or multiple) parallel conduction channels, the total conductance is
given by σtot = ∑

i σi , that is the sum of Eq. (5.5) for each channel. Inverting the last
expression, it is possible to obtain the total two-channel resistivity tensor ρtot. The xx
component of this tensor is measured by low-temperature transport, and shows the ex-
perimental SdH oscillations. Because the analytic expression of [ρtot]xx is quite cumber-
some, we limit ourselves to compute it numerically.

In Fig. 5.15b we show the experimental ρxx with the strong MR background (black
curve). Using Eq. (5.5), we calculate ρxx by associating the SdH contribution to either
Channel I or to Channel II, independently. When the SdH are on Channel I (orange
curve in Fig. 5.15b), the total MR shows oscillations that resemble the experimental curve.
When, instead, the SdH are associated to Channel II (green curve), the MR shows a flat
trend at high field, without detectable oscillations. Because of its strong classical MR, in
fact, Channel II is mostly suppressed in the high-field regime so that its SdH do not ap-
pear. This is better seen considering that the factor ρ0µB in the denominator of Eq. (5.5)
dominates over ∆ρSdH for high values of electron mobility. This corroborates our asso-
ciation of the experimentally observed SdH with the lower mobility Channel I.

We now discuss how the presence of two different SdH signals (i.e. for Channel I
and II) would appear in ρxx measurements. For this purpose, we consider in Table 5.2
the transport parameters obtained by Hall (Channels I and II) and SdH measurements
(Channel I), and calculate the ratio between the experimental parameters for Channel



5

86 5. INSULATOR-TO-METAL TRANSITION INDUCED BY WO3 OVERLAYERS

Table 5.2: Transport parameters from Hall and SdH measurements. The Hall data for Channels I and II is
extracted fitting the two-channel Hall effect on the experimental data of the sample in Fig. 5.5 of the main
text (Hall effect not shown). The parameters extracted from the SdH measurements in Fig. 5.5 are assigned to
Channel I, assuming ρ0 ∼ ρc. The ratio of the transport parameters extracted from the Hall and SdH measure-
ments is then computed for Channel I. The same ratios are assumed to be valid also for Channel II, and are
used to calculate the expected SdH parameters for Channel II (last column, data in gray).

Channel I Channel II
Hall SdH Ratio (Hall/SdH) Hall SdH

n (cm−2) 2.90E+13 2.50E+12 11.6 6.50E+12 5.60E+11
µ (cm2 V−1 s−1) 2140 850 2.5 17700 7030
ρ0 (Ω/square) 101 14 7.2 55 8

I. As discussed in the main text, the Hall parameters set a higher bound for the SdH
parameters, which usually have a smaller value, as evidenced by the calculated ratios.
Assuming the same ratios are valid also for Channel II, we calculate the SdH parameters
expected for Channel II (Table 5.2). At very low temperatures (T → 0), Eq. (5.2) reduces
to the expression

∆ρSdH ∼ 4ρce−π/BµSdH sin
(
2π

ωSdH

B

)
, (5.6)

which is independent from the value of the effective mass m∗. In this regime, a very
sensitive parameter is the classical sheet resistance in zero magnetic field ρc, which de-
termines the scaling of the SdH signal. Because our SdH parameters for Channel II are
only an estimation, in Fig. 5.15c we plot the oscillations using the parameters in Table 5.2
and several values of ρc. This provides an indication of the sensitivity of our analysis to
the choice of SdH parameters for Channel II. Figure 5.15d shows the total ρxx , which
includes the SdH contributions of both conduction channels. Just a small difference is
observed between the orange and grey curves above 8 T, confirming that the oscillatory
signal is dominated by the SdH of Channel II, independently of the value chosen for ρc.

To conclude, our analysis shows that the SdH signal of the high-mobility carriers is
suppressed by the high classical MR, consistent with our experimental SdH measure-
ments that show a single oscillatory signal.
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Figure 5.15: Calculated Shubnikov–de Haas oscillations with two-channel magnetoresistance at 41 mK. (a)
Experimental oscillatory component of ρxx (black curve) and its best fit (blue curve) calculated with Eq. (5.2)
using the parameters from Fig. 5.5 of the main text. (b) Experimental ρxx prior to the removal of the MR back-
ground (black curve). Using the two-channel model with SdH oscillations discussed in the following section,
we calculate the total ρxx adding the SdH contribution to Channel I only (orange curve), or to Channel II only
(green curve). (c) Single channel SdH oscillatory components calculated with Eq. (5.2) and the parameters in
Table 5.2. (d) Total ρxx calculated with Eq. (5.5) summing the SdH contributions of both Channels I and II.





6
HYDROGEN SENSING WITH

HETEROEPITAXIAL WO3

Hydrogen-related technologies are rapidly developing, driven by the necessity of efficient
and high-density energy storage. This poses new challenges to the sensing of dangerous
gases, in particular the realisation of cheap, sensitive and fast sensors is a crucial require-
ment for the upcoming hydrogen-based economy. While several materials are being stud-
ied for such applications, most devices have critical bottlenecks, such as complex fabri-
cation procedures, high operational temperature, slow response time or low sensitivity.
Here, we demonstrate hydrogen sensing with single-crystal WO3 ultra-thin films. The long
range crystal order together with the high surface-to-volume ratio make our material an
ideal candidate for hydrogen sensing, showing detection limits down to 1 ppm near room
temperature, response times as low as 1 s and high reproducibility. We successfully model
hydrogen intercalation and deintercalation dynamics by means of coupled rate equations,
and extract the associated energy barriers. Our results demonstrate the potential of crys-
talline WO3 thin films for hydrogen sensing within a simple but powerful theoretical back-
ground of incorporation dynamics.

Parts of this chapter have been submitted for peer review (2017), by G. Mattoni, B. de Jong, N. Manca, M.
Tomellini, and A. D. Caviglia.
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C
OMPLEX oxides are a class of materials whose properties can be tuned by sev-
eral external parameters, such as heteroepitaxial strain [177], electrostatic doping
[50, 178], intercalation of other species [179], or oxygen vacancies [140, 180, 181].

This versatility recently triggered a broad technological interest, which goes from the use
in oxide-based fuel cells [182, 183], memristive systems [184–186], neuromorphic archi-
tectures [187, 188], chemical actuators [189], and gas sensors [190]. In this framework,
sensing of hydrogen is an application of raising importance, linked to the growing de-
mand of H2 gas as energy carrier and for chemical reactions, and the safety concerns
originating from that [191, 192]. Several complex oxide materials have been employed
for resistive hydrogen sensing, with TiO2, SnO2, VO2 and WO3 being among the most
prominent ones [37, 193–195]. WO3, in particular, is regarded as a very promising can-
didate because incorporation of hydrogen changes its electrical resistance by several or-
ders of magnitude [104, 196]. Hydrogen sensing has been demonstrated with various
forms of WO3, such as amorphous layers and nanostructured materials [197–200]. These
sensors, however, usually suffer from high operational temperature, resulting in high-
power consumption and poor long-term stability, together with a sensitivity limited to
hydrogen concentrations of tens of ppm.

In this work we show that single crystal WO3 ultra-thin films can detect ultra-low H2
concentrations down to 1 ppm, with a fast response time, while working at or nearby
room temperature. Hydrogen intercalation in WO3 crystal lattice is a fully reversible
process, determining more than 5 orders of magnitude changes in the electrical resis-
tivity. Response time and sensitivity can be tuned with temperature, and improve by
one order of magnitude from 25 ◦C to 65 ◦C. We study the hydrogen dynamics by mod-
elling the intercalation and deintercalation processes with a series of coupled rate equa-
tions, and extract the characteristic energy scales related to H2 dissociation, incorpora-
tion and recombination phenomena. We also demonstrate that hydrogen doping is a
powerful control parameter to modulate WO3 physical state, which can be stabilised in
kinetically-arrested configurations just below room temperature. Our results show that
WO3 ultra-thin films are ideal candidates for next-generation sensing devices, combin-
ing high sensitivity, fast response time and device scalability.

6.1. MATERIAL PREPARATION
We grow a 24 unit cell (uc) crystalline WO3 film on a SrTiO3 (001) substrate by pulsed
laser deposition (growth details in Methods and [103]). The WO3 structural proper-
ties are investigated by X-ray diffraction (XRD) and presented in Fig. 6.1a, where finite
size oscillations indicate high crystal quality and confirms the expected film thickness of
9 nm. The reciprocal space map in Fig. 6.1b shows that the material is a single crystal,
coherently oriented to the substrate lattice. Surface topography, investigated by atomic
force microscopy (AFM) in Fig. 6.1c, shows a step and terrace structure which mimics
the underlying substrate morphology. The hydrogen reaction is made possible by the
presence of a catalyst, whose function is to facilitate the splitting of H2 molecules into
atomic hydrogen, which then enters WO3 lattice. For this purpose, we use platinum,
which has the advantage of a high catalytic efficiency together with a low reactivity with
oxide materials [45, 46]. A Pt layer having nominal thickness of 1 nm is deposited at
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Figure 6.1: Characterisation of WO3 thin films. (a) θ-2θ X-ray diffraction scan showing the (001) and (002)
peaks of the WO3 thin film with finite size oscillations around the sharp peaks of the SrTiO3 substrate. By
simulating the experimental data with a kinematic scattering model, we extract a film c-axis of 3.71 Å and a
thickness of 24 uc. (b) Reciprocal space map around the (103) peak of the substrate showing the WO3 peak
(top) aligned with the more intense SrTiO3 peak (bottom). (c) Atomic force microscopy of the WO3 surface. (d)
Schematic of the WO3/SrTiO3 heterostructure after the evaporation of the Pt catalyst. (e) Optical image of the
WO3 sample patterned in Van der Pauw geometry (for better contrast, the image is taken before the removal of
the resist). (f) Schematic of the experimental setup.

room temperature by evaporation in vacuum (Fig. 6.1d). Deposition of this low amount
of material is expected to form sparse droplets of a few nanometres. Although we do
not detect these droplets in our AFM measurements, their catalytic activity is confirmed
by the data discussed in the following section. Electrical measurements are performed
on devices patterned in van der Pauw configuration, as shown in the optical image of
Fig. 6.1e (details in Methods). The experimental setup is sketched in Fig. 6.1f, where
the sample in a vacuum chamber (base pressure p < 1×10−4 mbar), which is placed in
a dark environment. Mixtures of H2 in argon carrying gas, with concentration ranging
from pure hydrogen down to CH2

= 1ppm at 1 bar, are prepared in a mixing chamber
before exposing the sample.

6.2. WO3 RESPONSE TO HYDROGEN
The electrical resistance of the pristine sample measured at room temperature is R =
400MΩ, corresponding to a resistivity of about 400Ω cm, consistent with previous re-
ports of high quality WO3 thin films grown in optimal oxygen pressure [103]. In Fig. 6.2
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Figure 6.2: Electrical and optical changes with hydrogen gas. The WO3 thin film is exposed to different gas

at 1 bar pressure and to vacuum (p < 1×10−4 mbar) as indicated by the labels. Both electrical resistance and
sample colour (photographs) change upon exposure to H2, and recover their initial state once in air.

we show that, upon room temperature exposure to a high hydrogen concentration (CH2
=

5% in 1 bar), R drops by 5 orders of magnitude, and after a few minutes it saturates to a
constant value. When the sample chamber is evacuated, the resistance shows no signif-
icant variation, indicating that hydrogen doping is thermodynamically stable. As shown
in Fig. 6.2, if the doped sample is exposed to air the electrical resistance increases over
time, recovering more than 3 orders of magnitude in the first 10 min, and reaching the
initial state after several hours.

During the electrical measurement, we took a series of photographs of an unpat-
terned WO3 region that is shown in Fig. 6.2 below the resistance curves, at the corre-
sponding time. Exposure to hydrogen determines a change of WO3 optical properties,
which acquires a blue colouration in high-doping conditions, and then goes back to its
initial transparency when the resistance recovers its original value. This colour change
is a well-known effect of hydrogen doping in WO3 [198, 201, 202]. Both the resistance
and optical data indicate that the measured changes in the sample properties are due
to hydrogen intercalation and deintercalation into the WO3 lattice [203]. Moreover, the
doping is a reversible process, and the deintercalation is facilitated by the presence of
air.

Although a precise description of the doping mechanism is still a matter of debate,
several reports show that incorporation of atomic hydrogen in WO3 determines electron
doping [196, 204, 205]. In this picture, the Pt catalyst plays a primary role, as without it
no intercalation occurs and the resistance stays constant (Fig. 6.6). The influence of the
carrier gas on hydrogen intercalation is discussed in Fig. 6.7. The Ar gas has no direct ef-
fect, and the use of other carrier gases, such as He or N2, produces results similar to what
reported in Fig. 6.2. A different response is observed when the carrier gas is air, since in
that case the intercalation has a slower rate. We ascribe this difference to the presence of
O2 molecules that can react with the split H atoms to form water, reducing the amount
of hydrogen entering WO3 crystal lattice [203]. The rate of the deintercalation process
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Figure 6.3: Resistive sensing of different hydrogen concentrations. (a) Resistance variation upon 1 min expo-
sure to different concentrations of H2 gas in Ar (1 bar total pressure), followed by recovery in air. The curves
are measured at a sample temperature of 25 ◦C (solid blue) and 65 ◦C (dashed red). Between the different expo-
sures, the sample chamber is evacuated to p < 1×10−4 mbar for about 5 min. (b) Percentage resistive variation
1 s after the exposure to H2 and (c) corresponding exponential response time τ. (d) Recovery time upon ex-
posure to air. The dotted lines are linear fits to the solid markers, while the greyed out data points are either
below the sensor sensitivity (low ppm) or in its saturation regime (high ppm).

is quite slow in vacuum or inert gas atmosphere, but it is significantly enhanced in the
presence of O2 molecules in the gas phase (further details in Fig. 6.8).

6.3. HYDROGEN SENSING

The strong and fast response of heteroepitaxial WO3 thin films to hydrogen makes them
interesting candidates to develop H2 gas sensors. A good sensor requires high sensitiv-
ity, fast response time and a direct relationship between hydrogen concentration and
its output signal. For this purpose, we characterised WO3 resistive changes for different
CH2

as reported in Fig. 6.3a. The measurements were performed with the following ex-

perimental procedure: (i) sample chamber evacuation (p < 1×10−4 mbar), (ii) exposure
to the H2/Ar mixture at 1 bar for 1 min, (iii) chamber evacuation, (iv) exposure to air at
1 bar for 10 min. This procedure is repeated for different hydrogen concentrations in the
range 1–4000 ppm and for two sample temperatures, namely 25 ◦C and 65 ◦C. Initially,
the resistance drop ∆R is small, and it becomes progressively larger upon increasing
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CH2
. At the highest concentrations, ∆R gets almost independent of CH2

indicating a sat-
uration regime. Upon exposure to air, the resistance recovers towards the initial value.
Raising the temperature determines a faster response, without affecting the overall sam-
ple behaviour.

We quantitatively evaluate the performance of WO3 as hydrogen sensor by consider-
ing the relative resistance change ∆R

R0
after 1 s from the introduction of H2 gas. This anal-

ysis is reported in Fig. 6.3b, where we show that at intermediate concentrations (solid
markers) the response depends on CH2

according to the power law ∆R/R0 ∼ (CH2
)α. We

findα= 1.33 at 25 ◦C, andα= 1.51 at 65 ◦C, indicating that akin laws regulate the trend at
both temperatures. The onset of the saturating response of the WO3 device depends on
its operational temperature. At 25 ◦C the response follows the power law in the range 10–
1000 ppm, while at 65 ◦C this window is shifted to lower concentrations 1–100 ppm. This
indicates that by increasing the sensor temperature of a few tens of degrees, it is possible
to enhance its detection limit by 1 order of magnitude or, similarly, that the detection
limits can be tuned by controlling the sample temperature.

To evaluate the response time of WO3, we consider a simplified model describing the
time-dependent resistance change as ∆R/R0 ∼ e−t/τ, where the response time τ is the
fitting parameter. We find decreasing τ values for higher concentration and temperature,
reaching τ= 1s for CH2

= 100ppm at 65 ◦C (Fig. 6.3c). We note that, independently from
the value of τ and in the whole range of explored parameters, the presence of hydrogen
was always detected within the 1 min time frame used in the experiments. Figure 6.3d
shows the recovery time of doped WO3 after exposing the device to air. Again, lower τ
is measured at higher temperature and higher initial hydrogen concentration in WO3.
In all cases, most of the pristine resistivity is recovered after 10 min. Finally, we note
that the sensor response is independent from the initial resistance value R0 (Fig. 6.10),
meaning that in the explored range of parameters WO3 works as a differential sensor,
with a response depending only on CH2

and not on the material doping state. Also, we
show in Fig. 6.9 that the sensor preserves its functionality in pure, low-pressure H2 (i.e.,
without the carrier gas). These characteristics make WO3 an ideal material for H2 sensing
that can be exploited in a large variety of environments.

6.4. KINETIC MODEL
To obtain insight into the reactions responsible for the doping of WO3 thin films, we
study the intercalation and deintercalation kinetics in a controlled atmosphere. For this
purpose, we consider the simple model of two-step reactions schematically illustrated
in Fig. 6.4a, where each step is described by a rate constant ka , and its reverse by k−a .
We model the intercalation and deintercalation processes, respectively, with the balance
equations

H2
k1,i−−→ 2H(Pt)

k2,i−−−*)−−−
k−2,i

2H(bulk), (6.1a)

2H(bulk)

k−2,d−−−*)−−−
k2,d

2H(surf.)
k−1,d−−−→ H2, (6.1b)

where H(Pt) indicates a hydrogen atom on a catalyst site, H(surf.) anywhere on WO3 or
Pt surface, and H(bulk) intercalated in the WO3 lattice. Our model describes the inter-
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Figure 6.4: Kinetics of hydrogen intercalation and deintercalation. (a) Schematics of the processes involved
in H2 exchange with WO3. The rate constants associated with each process are indicated on the relative reac-
tion arrow. Intercalation: H2 molecules adsorption on Pt from the gas atmosphere, splitting of H2 and spillover
of atomic H to the film, diffusion in the WO3 lattice. Deintercalation: diffusion of H atoms in WO3 towards its
surface (vacuum atmosphere), recombination to form H2 gas that happens both on Pt and on WO3 surface
(highlighted by the orange dashed lines), H2 desorption and evacuation. (b) Experimental curves of intercala-
tion in a low-pressure mixture of 1 mbar H2 and 4 mbar Ar. (c) Deintercalation curves (vacuum atmosphere)
at different temperatures. The conductance is divided by its final (σ∞) or initial (σ0) value for intercalation
and deintercalation curves, respectively. Dashed lines are fits obtained from numerical solutions of Eqs. (6.1a)
and (6.1b). Rate constants extracted from the fits (circles for intercalation, squares for deintercalation): (d) k1
adsorption and (e) k−1 desorption of H2, (f) k2 intercalation and (g) k−2 deintercalation of hydrogen in WO3
crystal lattice. The solid lines are Arrhenius fits used to extract the activation energy of the processes.

calation and deintercalation considering different initial conditions. The intercalation
starts with undoped WO3 and an infinite reservoir of H2 in gas phase, allowing to con-
sider the dissociative adsorption of H2 on Pt as an irreversible process (k1,i). The subse-
quent hydrogen exchange between WO3 surface and WO3 bulk is an equilibrium reac-
tion, regulated by rate constants k2,i and k−2,i. The deintercalation, instead, is modelled
considering an initial condition where WO3 is in a saturated-doping state, in vacuum at-
mosphere. Hydrogen atoms in the crystal lattice migrate towards and from the surface
(rate constants k−2,d and k2,d) where they can recombine to form H2. This step is differ-
ent from the intercalation process, because hydrogen recombination is a spontaneous
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reaction that does not require a catalyst, and thus H2 molecules can form anywhere on
WO3 surface. Subsequently, hydrogen molecules desorb and are pumped away in an
irreversible process (k−1,d).

Hydrogen intercalation is experimentally studied starting from an undoped, low-
conductance state. In Fig. 6.4b, we show intercalation curves performed in a 5 mbar
gas mixture with CH2

= 20% at different sample temperatures. Higher temperatures de-
termine faster intercalation, with the conductance reaching a saturation value after a
few tens of minutes. The deintercalation process in Fig. 6.4c, instead, is studied starting
with WO3 in a high-conductance state. At the beginning of the measurement, WO3 is ex-
posed to a vacuum atmosphere and the conductance decreases over time, with a faster
rate at higher temperatures. We note that in vacuum the deintercalation process is much
slower than in air, so that the curves do not reach full saturation in the duration of the
experiment (2 h), in agreement with our interpretation of the role played by oxygen in
accelerating the desorption process (Fig. 6.8).

The kinetic equations associated with the reactions in Eqs. (6.1a) and (6.1b) (deriva-
tion in Section 6.8.1) are solved numerically and used to fit the experimental data (dashed
lines in Figs. 6.4b and 6.4c). Our model shows good agreement with the measurements
and allows to extract the rate constants of the different processes (Figs. 6.4d to 6.4g). We
find that k1 is, at all temperatures, an order of magnitude larger than k−1, signalling a
faster rate of H2 splitting compared to its recombination. This difference supports our
assumption of an irreversible reaction, since with k−1 ¿ k1 the recombination is negli-
gible in the intercalation process, while it occurs in the deintercalation process because
the vacuum atmosphere prevents the splitting reaction, carrying away the H2 molecules
once recombined. We fit the temperature dependence of the rate constants with an Ar-
rhenius model, finding activation energies of 0.13 eV for k1 and 0.12 eV for k−1. These
results can be compared with ab initio computations that find activation energies in the
range 0.06–0.42 eV for the dissociative chemisorption on Pt surfaces, with lower values
expected for smaller particles [206, 207]. Similarly, recombinative desorption at oxide
surfaces entails activation energies in the range 0.05–0.9 eV, which depend on the hy-
drogen binding energy at the adsorption site [208].

The surface-to-bulk diffusion rate constant k2 has a weak temperature dependence
(Fig. 6.4f). The bulk-to-surface rate k−2 in Fig. 6.4g, instead, shows a linear trend which
allows to extract activation energies of 0.43 eV and 0.24 eV for intercalation and dein-
tercalation, respectively. The higher activation energy required during intercalation can
be explained considering that hydrogen splitting can only happen on the catalyst parti-
cles, so that the hydrogen atoms have to overcome two energy barriers: the diffusion on
WO3 surface and then the diffusion in WO3 bulk. During deintercalation, instead, k−2 is
only related to the hydrogen diffusion in WO3 bulk, because recombination can happen
anywhere on WO3 surface. Previous experimental and density functional theory calcula-
tions reported energy barriers in the range 0.26–0.37 eV for hydrogen migration from the
Pt sites to WO3 surface [209, 210], which are compatible with our experimental findings.
This analysis shows that both intercalation and deintercalation are thermally activated
processes, so that their rates can be controlled changing the sample temperature.
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Figure 6.5: Low-temperature transport at different dopings. (a) Resistance vs temperature curves of a WO3
device at different levels of H2 doping. The data is fit with the Arrhenius model for activated transport (dashed
lines). (b) Activation energy as a function of room temperature resistivity ρ300K. The solid line is a linear
regression to the data points.

6.5. TEMPERATURE-DEPENDENT ELECTRICAL TRANSPORT
We showed that the room temperature resistivity of WO3 films can be continuously tuned
by H2 intercalation, and that both the intercalation and deintercalation are thermally
activated processes. As a result, hydrogen kinetics in the WO3 lattice can be arrested by
cooling down the material. This allows to measure the transport activation energy of the
free carriers in WO3 induced by H2 doping, giving insight into the doping mechanism. In
Fig. 6.5a, we show a series of resistance vs temperature curves measured on a single WO3
device under different H2 doping conditions. Before each measurement, the sample is
exposed to hydrogen gas at room temperature. Once the desired sheet resistance ρ300K

is obtained, the sample chamber is evacuated and the temperature ramp is started. All
curves show a semiconducting trend, where higher doping determines a shallower tem-
perature dependence. The measured curves have a strong similarity with what previ-
ously reported for oxygen-deficient WO3 thin films [34, 103], suggesting the occurrence
of a similar mechanism of extrinsic doping. This interpretation is supported by recent
experiments on WO3 nanowires which showed that H2 intercalation is accompanied by
the formation of interstitial H2O molecules and oxygen vacancies [203, 211].

We consider a simple Arrhenius mechanism σ = 1/ρ ∼ e−Ea/kBT to characterise the
electrical transport, where Ea is the activation energy. The resulting fits in the high-
temperature regime (above 150 K, dashed lines in Fig. 6.5a) show good agreement with
the experimental data, and allows us to extract the relationship between Ea and ρ300K,
which is reported in Fig. 6.5b. The data shows a logarithmic dependence which is well-fit
by Ea = A logρ300K +B , with A = 19meV and B = 90meV. We show in Section 6.8.2 that
the activation energy can be expressed as

Ea = kBT300K[logρ300K +γ logCH]+γT300K∆S◦, (6.2)

where γ is related to the extrinsic donor charge,∆S◦ is the reaction entropy and CH is the
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hydrogen concentration inside the WO3 lattice. Equation (6.2) provides a direct relation-
ship between Ea and ρ300K through the coefficient kBT300K ∼ 26meV. However, ρ300K is
also a function of CH, and by comparing Eq. (6.2) with the experimental fit, we find the
expression for the resistivity ρ300K ∼ (CH)−γ/0.3. We show in Section 6.8.2 that γ= 1

3 if the
electron donors are oxygen vacancies. Substituting this value, we obtain an almost lin-
ear relationship between the conductance and hydrogen concentration in the material
σ300K = 1/ρ300K ∼ CH, in agreement with the assumption we used to treat the experi-
mental intercalation and deintercalation curves with the kinetic model. The linear de-
pendence between gas concentration and resistivity constitutes a powerful transduction
scheme for the electrical sensing of H2.

6.6. CONCLUSIONS
To conclude, single-crystal WO3 thin films have found to be extremely sensitive probes
for solid state hydrogen gas sensors. Our devices show resistance variations up to 5 or-
ders of magnitude upon exposure to H2 at room temperature. The device response can
be tuned by controlling the temperature, achieving high sensitivity down to concentra-
tions of 10 ppm at room temperature and to as low as 1 ppm at 65 ◦C, where we measured
fast response times down to 2 s. We successfully modelled the intercalation and dein-
tercalation of hydrogen in the WO3 lattice with a simple kinetic of thermally activated
processes. Our analysis allowed us to extract the activation energies of the different re-
actions, which are in good agreement with previous reports based on ab initio calcula-
tions. Finally, low temperature measurements indicated that the doping is consistent
with a mechanism involving the formation of oxygen vacancies as electron donors in the
oxide. These results show that heteroepitaxial WO3 films hold great potential for next-
generation hydrogen gas sensors, providing high sensitivity, fast response time, high dy-
namic range and simple read-out.

6.7. METHODS

SAMPLE GROWTH

WO3 thin films were grown by pulsed laser deposition on commercially available SrTiO3
(001) substrates, with TiO2 surface termination. The laser ablation was performed us-
ing a KrF excimer laser (Coherent COMPexPro 205, λ = 248nm) with a 1 Hz repetition
rate and 1 J cm−2 fluence. The target-substrate distance was fixed at 55 mm. The WO3
films were deposited from a WO3 sintered target at 500 ◦C substrate temperature and
8×10−2 mbar oxygen pressure. Film thickness was monitored in-situ during growth by
intensity oscillations of reflection high-energy electron diffraction (RHEED). At the end
of the growth, the films were cooled down to room temperature in the same oxygen pres-
sure used during deposition.

VAN DER PAUW GEOMETRY FABRICATION

Standard e-beam lithography with PMMA resist was used to pattern WO3 heteroepitax-
ial films. The metal contacts were deposited by evaporation of 5 nm Ti and 45 nm Au at
room temperature, followed by lift-off. Ar ion etching was used prior to metal deposi-
tion to etch 5 nm of WO3 in order to provide edge contacts to the film, which ensure a
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low contact resistance. The WO3 mesa was defined by a subsequent etching step which
fully removes the WO3 film from the regions surrounding the van der Pauw geometry.
The etching was performed using Vdischarge = 44V, Vbeam = 500V, Vaccelerator = 70V and a
beam current of 2 mA, corresponding to an Ar ion flux of 0.25 mA cm−2. This parameters
produce etched regions which are insulating at all temperatures.

ELECTRICAL MEASUREMENTS

The resistive measurements were performed with a Keithley 6430 sourcemeter using a
four-probe configuration with an excitation current of 100 nA.

AIR CONDITIONS

Air from the environment (relative humidity 50 %) was used in the sensing measure-
ments.

NUMERICAL SOLUTION OF KINETIC EQUATIONS

The kinetic model in the Supplementary Information was solved using the NDSolve
function of Wolfram Mathematica.
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Figure 6.6: WO3 response with and without catalyst. We compare the resistance change of two WO3 devices,
one without catalyst and one with 1 nm of Pt. The samples have comparable resistance in pristine conditions.
Upon exposure to 5 % H2 in Ar carrier gas, the bare WO3 sample shows no change in resistance, while the one
with Pt shows a sharp drop. This underscores the crucial role of the noble metal in catalysing the hydrogen
intercalation reaction.
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Figure 6.7: Hydrogen intercalation with different carrier gases. (a) At t = 0 the material is exposed to 200 ppm
of H2 in 1 bar atmosphere of a carrying gas, as indicated in the legend. In the case labelled as "pure" (red
curve), a low-pressure (1 mbar) mixture of 20 % H2 in Ar is used. (b) Percentage variation after 1 s exposure
and (c) exponential response time. The intercalation rates in He, N2 and Ar carrying gases are comparable,
indicating that these gases do not affect the intercalation process. We observe a reduced intercalation rate in
air. This can be related to the recombination of H2 and O2 molecules to form water on the surface of WO3,
thus reducing the H2 concentration entering the WO3 lattice, as previously reported in ref. [203]. Interestingly,
an even lower intercalation rate is observed when using "pure" hydrogen. This can be explained considering
the lower scattering rate of molecules in gas phase at low pressure, which determines a reduced H2 adsorption
rate on the Pt catalyst sites. This data highlights the versatility of our WO3 device, which can be used for H2
sensing in several gaseous atmospheres.



6.8. SUPPLEMENTARY INFORMATION

6

101

−100 −50 0 50 100 150
Time (s)

0

400

800

1200

1600

2000

ΔR
/R
0 (

%
)

Gas exposure

R0 ∼  100kΩ

(i): O2 100%
(ii): O2 20%
(iii): Air
(iv): O2 10%
(v): N2
(vi): CO2
(vii): Ar
(viii): He 0

2

4

6

8

ΔR
/R
0 (

%
 @

 1
s)

(i) (ii) (iii
)

(iv
) (v) (vi

)
(vi

i)
(vi

ii)

Gas

101

102

103

104

Re
sp

on
se

 ti
m

e 
(s

)

a b

c

Figure 6.8: Recovery in different gases. (a) Before the measurement, the WO3 device is doped with H2 to an
initial state with R0 ∼ 100kΩ, value that is approximately constant in vacuum for the few minutes prior to the
gas exposure. At t = 0, the indicated gas is introduced in the sample chamber with a pressure of 1 bar. Partial
pressures of oxygen are obtained by mixing pure O2 gas with Ar. (b) Percentage variation after 1 s exposure
and (c) exponential response time. The resistance does not change upon exposure to N2, CO2 and the inert
gases Ar, He. We note that these gases, together with O2, are the main components of air. An enhanced dein-
tercalation rate is observed upon exposure to O2 gas. Remarkably, the response to 20 % O2 in Ar and to pure
air (where the oxygen concentration is also approximately 20 %) is comparable, indicating that O2 is the agent
responsible for the enhanced hydrogen deintercalation rates.
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Figure 6.9: Hydrogen sensing in low-pressure. (a) Resistance variations upon exposure to a mixture of 20 % H2
in Ar, where the H2 partial pressure is indicated in the figure. The sample is kept at 65 ◦C during the experiment.
(b) Percentage variation after 1 s gas exposure and (c) exponential response time. The orange line is a linear fit
to the experimental data. For comparison purposes, we report as dotted lines the fits relative to the ambient
pressure data of Figs. 6.3b and 6.3c in the main text, where the H2 partial pressure values are a conversion of
the concentration values in ppm. Because the H2 intercalation rate is reduced at lower pressures, the WO3
sensor shows an overall lower sensitivity to H2 in the low-pressure regime presented here.
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Figure 6.10: Hydrogen sensing with different initial resistance. (a) Resistance and (b) percentage variation
upon exposure to 200 ppm of H2 in 1 bar total pressure of Ar. (c) Percentage variation after 1 s exposure and

(d) exponential response time. For R0 < 1×108Ω, the sensor response to 200 ppm H2 is constant at its aver-
age value (dashed horizontal lines), within experimental error. A deviation from this trend is observed for the
highest R0 values, for which WO3 is in a state of very low doping. In such state, the doping might be inho-
mogeneous and changes in amount of intercalated H2 might result in smaller changes of material resistance.
We note that the variations observed here, where a fixed CH2

= 200ppm was used, are much smaller than the

ones observed for different CH2
in Fig. 6.3 of the main text. This indicates that WO3 sensing properties are only

slightly affected by the value of R0, which can be safely neglected.
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6.8.1. MODEL FOR HYDROGEN REACTION KINETICS

INTERCALATION

We assume an infinite reservoir of hydrogen in gas phase which adsorbs on catalyst sites
A, out of which a are full (molar fraction α = a/A) and (A − a) are empty. The WO3
material has B bulk sites that can accommodate hydrogen, out of which b are full (molar
fraction β = b/B). The first reaction step is irreversible (i.e. k−1,i = 0). The rates for the
concentrations are: {

ȧ = k1,i(A−a)2 +k−2,ib −k2,ia

ḃ = k2,ia −k−2,ib
(6.3)

Transforming to molar fractions:{
α̇= k1,i A(1−α)2 +k−2,i

B
Aβ−k2,iα

β̇= k2,i
A
B α−k−2,iβ

(6.4)

We can now assume that the system reaches a stationary condition (α̇ = β̇ = 0) when
t →∞: {

0 = k1,i A(1−α∞)2 +k−2,i
B
Aβ∞−k2,iα∞

0 = k2,i
A
B α∞−k−2,iβ∞

(6.5)

Multiplying the second equation by B
A and summing it to the first, we find that α∞ =

1. From the second equation we then have k2,i = B
Aβ∞k−2,i. We can simplify the rate

equations by keeping k2,i in the first and k−2,i in the second, and using the normalised

quantity σ(t ) = β(t )
β∞ : {

α̇= k1,i A(1−α)2 +k2,i(σ−α)

σ̇= k−2,i(α−σ)
(6.6)

The last set of equations can be solved numerically. We identify σ(t ) with the experi-
mentally measured conductance, normalised on its final value. This is valid with the
assumption that σ is proportional to the hydrogen concentration in the material, as dis-
cussed in the main text.

DEINTERCALATION

In this case the removal of hydrogen from WO3 is an irreversible step (i.e. k1,d = 0) be-
cause of the vacuum atmosphere. We can write:{

ȧ =−k−1,da2 +k−2,db −k2,da

ḃ = k2,da −k−2,db
(6.7)

Using molar fractions: {
α̇=−k−1,d Aα2 +k−2,d

B
Aβ−k2,dα

β̇= k2,d
A
B α−k−2,dβ

(6.8)

We consider a stationary state (α̇ = β̇ = 0) before the deintercalation beginning (i.e. be-
fore the evacuation of H2 gas), with catalyst particles saturated by hydrogen (α0 = 1), and
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some hydrogen in the WO3 lattice (β0 > 0). This considerations lead to k2,d = B
Aβ0k−2,d,

which allows us to rewrite the system as:{
α̇=−k−1,d Aα2 +k2,d(σ−α)

σ̇= k−2,d(α−σ)
(6.9)

where, as before, we take σ(t ) = β(t )
β0

. In order to simplify the last system, new rate

constants can be defined as k̄−1,d = k−1,d A. Furthermore, we note that the relation
k2,d = B

Aβ0k−2,d holds only for fixed values of T and p, because both A and B depend
on temperature and pressure. It is thus not possible to derive the temperature depen-
dence of k2,d from the one of k−2,d, or vice-versa.

6.8.2. MODEL FOR ACTIVATED ELECTRICAL TRANSPORT
In the following, we develop a simple thermodynamic model to express the Arrhenius ac-
tivation energy for the electrical transport as a function of sample resistivity at T = 300K.
The WO3 is doped with hydrogen, which intercalates in the crystal lattice to form elec-
tron donor sites, such as oxygen vacancies. We consider the existence of an equilibrium
for the ionisation of the donor site as

V×
O

keq−−*)−− V••
O +2e−, (6.10)

where, in Kröger–Vink notation, V×
O represents a neutral oxygen vacancy and V••

O a dou-
ble ionised one. The corresponding equilibrium constant is 1

keq = [V••
O ]n2

[V×
O]

= n3

2[V×
O]

, (6.11)

where n is the concentration of electrons in the material, and [V••
O ] = n

2 for the reaction
equation. We can solve for the electron density

n = (2[V×
O]keq)

1
3 . (6.12)

In general, the concentration of donor sites will depend on the hydrogen concentration
in WO3, so that we can assume [V×

O] ∼CH. Furthermore, there could be additional ioni-
sation equilibria that affect the experimental value of n (i.e. the single ionisation of the
oxygen vacancy, or the ionisation of an interstitial hydrogen radical). For this reason, we
generalise Eq. (6.12) by introducing an exponent γ and, disregarding the constant terms,
we obtain

n ∼ (CHkeq)γ. (6.13)

We now consider that the temperature dependence of an equilibrium constant can be
written as a function of the associated variation of Gibbs free energy ∆G as

keq ∼ e
− ∆G

kBT . (6.14)

1Here keq is an effective rate constant because it is written in terms of concentrations rather than thermody-
namic activities.
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The free energy can be expressed as

∆G =∆G◦+ g (CH) =∆H◦−T∆S◦+ g (CH), (6.15)

where ∆H◦ and ∆S◦ are, respectively, the standard enthalpy and entropy variations of
the reaction, and g (CH) is a function that takes into account the non-ideality of the
donor ionisation process, comprising, for example, the interaction between the reac-
tion species (both electrons and donor sites). We note that, apart from T∆S◦, all terms
in Eq. (6.15) are temperature independent. In general, the electrical conductance σ is
proportional to the carrier density, so that we can write

logσ∼ logn = γ[
logCH + logkeq

]
, (6.16)

and substitute ρ = 1/σ, Eqs. (6.14) and (6.15) to obtain

logρ = γ
[
− logCH − ∆S◦

kB
+ ∆H◦+ g (CH)

kBT

]
. (6.17)

Considering that CH does not depend on temperature, at T = T0 ≡ 300K we have

logρ0 = γ
[
− logCH − ∆S◦

kB
+ ∆H◦+ g (CH)

kBT0

]
. (6.18)

According to the Arrhenius activated mechanism for electrical transport, which we used
in the main text to describe the data of Fig. 6.5a, we have

logρ ∼ Ea

kBT
. (6.19)

By comparing the temperature dependences of Eq. (6.17) and Eq. (6.19) we find

γ
∆H◦+ g (CH)

kBT
= Ea

kBT
, (6.20)

from which, substituting Eq. (6.18), we obtain the following expression for the activation
energy

Ea = kBT0[logρ0 +γ logCH]+γT0∆S◦. (6.21)
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T
HIS thesis covered experimental work on metal–insulator transitions (MITs) in dif-
ferent systems of quantum materials. In the first part, nanoscale microscopy al-
lowed us to visualise for the first time the formation of nanoscale phase separation

in the proximity of the temperature-driven MIT in nickelates. In the second part, we in-
duced the formation of different defect profiles to trigger an MIT both in single-crystal
WO3 thin films and in WO3/LAO/STO heterostructures. These solid state phase transi-
tions are one of the most promising routes for next-generation nanoscale functional de-
vices and, at the same time, a great body of experimental and theoretical work is devoted
to the understanding of their fundamental mechanism. In the following, we summarise
the key results of the research presented in the various chapters, discussing the many
open challenges, providing indications for future developments and presenting some
preliminary results of our on-going work.

7.1. NICKELATES FOR NEURAL NETWORKS AND ULTRA-FAST

SWITCHES
In Chapter 2, we imaged the nanoscale phase separation occurring during the MIT in
heteroepitaxial nickelates. We found out that the phase transition is regulated by the
surface morphology, and that insulating nanodomains nucleate along the surface ter-
races. These findings provide a direct link between structural and electronic properties
in nickelate materials, allowing the engineering of devices where the domain formation
pathway is predefined. An important question that is yet unanswered is how the nan-
odomain structure is reflected in electrical transport. Because of the strongly anisotropic
shape of the domains, a strong in-plane anisotropy is expected to appear in the vicinity
of the MIT. Furthermore, it would be very appealing for technological applications to
fabricate nanodevices comprising a single nanodomain, where a discrete bit-like tran-
sition from metal to insulator is expected to occur in a narrow temperature range. In
addition, because the phase transition is sensitive to local strain fields, nanopattern-
ing techniques could be used to locally control the transition temperature, and tailor
it by design. Finally, by connecting multiple nanodevices in a network one could en-
gineer neuromorphic architectures, where the memory properties of the MIT could be
exploited to realise solid-state machine learning algorithms.

We showed in Chapter 3 that the phase transition can be triggered by external illu-
mination with laser light. The advantage of using a laser for this purpose is that a large
amount of energy can be delivered to the material in a very short timescale. This can be
used to trigger ultra-fast phase transitions, which set the material in a metallic or insulat-
ing state. By conveniently regulating the material temperature, it would then be possible
to engineer ultra-fast switches, or devices whose memory state can be initialised by a
light pulse. This paves the way towards ultra-fast electronic circuits that take advantage
of the ultra-fast electro-optical coupling.

A first step towards the proposed developments involves probing the properties of
heteroepitaxial nickelates at a scale comparable to the nanodomain dimensions. Since
the domains are oriented along the surface terraces, it is possible to pattern devices
where the electrical current flow is aligned perpendicular or parallel to the domains.
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Figure 7.1: Hall bar device patterned in NdNiO3 along the surface terraces. (a) Optical image of the device
and (b) false colour atomic force microscopy image showing the conductive NdNiO3 film (orange) and the
insulating NdGaO3 substrate (grey). The white arrow indicates the direction of the surface terraces, which
corresponds to the direction of the striped nanodomains that form during the MIT.

In Fig. 7.1, we show a Hall bar device with the channel oriented parallel to the surface
terraces. The fabrication involved use of electron beam lithography to define the struc-
tures, Ar ion milling to etch away the conductive NdNiO3 and form a Hall bar mesa, and
gold evaporation to lay down contact pads (details of a similar fabrication were further
discussed in Section 6.7). The direction of the surface terraces was identified by AFM
imaging before the lithographic fabrication, and the Hall bar device oriented accord-
ingly. As shown in Fig. 7.1b, the 4µm-wide device channel contains about ten surface
terraces, indicating that as many insulating nanodomains are expected to form in the
proximity of the MIT. With such a small number of nanodomains, anisotropy effects are
expected to arise in the electronic transport behaviour. Contrary to our expectations,
measurements on the patterned device showed semiconducting behaviour at all tem-
peratures. Preliminary investigations revealed that the NdNiO3 thin film degraded dur-
ing the fabrication process, most likely due to the formation of oxygen vacancies induced
by curing the lithographic resists at high temperature. These results indicate that special
care should be taken when performing device fabrication on nickelate materials. In fu-
ture work, one could avoid exposing the material to high temperatures, and possibly use
alternative resists which have low reactivity with oxide materials.

7.2. TOWARDS BALLISTIC TRANSPORT AT OXIDE INTERFACES
In the second part of this dissertation, our research focused on WO3, an interesting semi-
conductor material with strong chemical reactivity. We showed in Chapter 5 how the re-
activity of amorphous WO3 thin films can be exploited to induce an insulator-to-metal
transition in WO3/LAO/STO heterostructures, determining the formation of a metallic
2DES. This conductive system showed very high electron mobility of 80 000 cm2 V−1 s−1,
that we characterised by low-temperature magnetotransport and quantum oscillations
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Figure 7.2: Devices of different size in WO3/LAO/STO heterostructures. (a) Optical image showing patterned
van der Pauw (VdP) and Hall bar (HB) devices. The heterostructure is made of 4 uc of amorphous WO3 and
2 uc of crystalline LAO. All the HB devices have an aspect ratio of 5, and the labels in the image indicate the
channel width in µm. (b) Resistance vs temperature curves measured on the different devices. The 5 mm VdP
device is obtained by bonding an unpatterned 5µm×5µm sample in its four corners.

of conductance. Our results are an important step towards future oxide-based elec-
tronics, where oxide materials such as superconductors, ferromagnets and ferroelectrics
could be combined in the same platform of highly conductive materials.

A natural extension of this research would be the demonstration of ballistic trans-
port at oxide interfaces. Considering that the electrons confined in our highly-mobile
WO3/LAO/STO heterostructures possess mean free paths up to 4µm, fabrication of de-
vices smaller than such critical dimension constitutes a very interesting development.
Another intriguing research question is the effect of the WO3 overlayers on the super-
conducting state at LAO/STO interface. While the authors did not observe a supercon-
ducting state upon zero-field cooling, in fact, the heterostructures showed hints of un-
conventional superconductivity when a negative back-gate voltage was applied. Within
this framework, the control of oxygen defects provided by the WO3 overlayers could be
combined with electrostatic gating to form a basis for new experiments on the 2DES at
LAO/STO interfaces.

For the reasons discussed above, a first research step is the fabrication of micron-
scale devices in WO3/LAO/STO heterostructures. In the following, we discuss some pre-
liminary results involving the fabrication of devices of different size obtained using the
procedure detailed in Section 5.7. Our pre-patterning scheme involves the use of an in-
sulating Al2O3 layer that is laid down on the bare STO substrate to define the insulating
regions. Upon deposition of the LAO and WO3 layers, the conductive devices are readily
formed and can be directly bonded and measured without the need of additional prepa-
ration. This procedure preserves the delicate transport properties of the WO3/LAO/STO
heterostructures, which could be destroyed by performing device fabrication after mate-
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Figure 7.3: Magnetotransport as a function of lateral device size. (a) Magnetoresistance and (b) Hall effect
measured on the devices of Fig. 7.2 at 1.5 K. Fits with the two-channel model of Eq. (5.1b) allow to extract (c)
the sheet resistance, (d) the carrier density, and (e) the mobility of the two conduction channels.

rial growth. In Fig. 7.2a we show a series of van der Pauw (VdP) and Hall bar (HB) devices
with channel widths ranging from 5 mm to 4µm. The resistance vs temperature charac-
teristics of several devices are presented in Fig. 7.2b. We find a critical thickness of about
20µm separating two different transport characteristics: the larger devices show nearly
overlapping curves, while the smaller ones have a higher sheet resistance and display
charge localisation effects below 50 K.

To further investigate the difference between large and small devices, we perform MR
and Hall effect measurements at 1.5 K (Fig. 7.3). Above the critical thickness of 20µm,
the devices have comparable properties, which are consistent with sample-to-sample
variations. The smallest devices, instead, show a strong depletion of the high-mobility
carriers, signalled by an almost linear Hall effect and a smaller MR. The origin of the
observed behaviour is still under investigation and might be related to our fabrication
procedure. Considering that metallic conductivity in WO3/LAO/STO heterostructures is
regulated by the delicate chemistry of oxygen defects, it is possible that the insulating
Al2O3 material determines a rearrangement of oxygen defects. For instance, the oxygen-
deficient WO3 overlayers could absorb oxygen atoms from the oxygen-rich Al2O3 mate-
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Figure 7.4: WO3 lattice expansion with H2 doping. X-ray diffraction measurement of a 50 nm WO3 thin film
on SrTiO3 (001). Initially, the film is in a saturated hydrogen-doped state, with maximum lattice expansion.
Upon exposure to air, the undoped state is gradually recovered, while θ–2θ scans are acquired. The inset
shows the change of WO3 c-axis parameter as a function of time, extracted from the 2θ position of the WO3
(001) diffraction peak.

rial. In this picture, replenished oxygen vacancy states of WO3 would reduce the charge
transfer to the conductive LAO/STO interface, hence explaining the lower values found
for nII in Fig. 7.3d. Because this process involves an in-plane exchange of oxygen atoms
between the two materials, which occurs at the edges of the devices, it is reasonable that
a stronger effect is observed in smaller devices. Further studies are required to better
understand the origin of this effect, which constitutes an obstacle to the downscaling
of WO3/LAO/STO devices. A possible way to overcome this limitation could rely on the
use of another insulating material, or different patterning strategies. Finally, we also
note that small devices benefit from electric field focusing effects in a back-gate config-
uration. This advantage could be exploited to achieve a strong device tunability, which
could overcome the localisation effects observed so far.

7.3. WO3 FOR HYDROGEN SENSING, NANO-IONICS AND BEYOND
The systematic study performed in Chapter 4 allowed us to identify the deposition pa-
rameters to achieve high-quality growth of WO3 single-crystal thin films. We showed that
the oxygen stoichiometry can be tuned by regulating the oxygen pressure during pulsed
laser deposition. As a function of oxygen content, the single-crystal WO3 thin films
undergo a large lattice expansion up to 10 %, and display an insulator-to-metal transi-
tion. In Chapter 6 we demonstrated another approach for the doping of WO3 thin films,
namely the catalyst-mediated intercalation of hydrogen. By monitoring the change in



7.3. WO3 FOR HYDROGEN SENSING, NANO-IONICS AND BEYOND

7

113

200 400 600
Frequency (kHz)

0.0

0.2

0.4

0.6

0.8

1.0

Re
la

tiv
e 

In
te

ns
ity

i. Tensile ii. Relaxed

iii. Compressive iv. Buckled

10 μm

AuSrTiO3

WO3

a

b c

Figure 7.5: Free-standing WO3 microbridge. (a) False colour scanning electron microscopy (SEM) image of
a WO3 microbridge (50 nm in thickness, and 110µm×5µm in surface area) clamped on the SrTiO3 substrate.
The WO3 film (violet) is covered by a 50 nm gold layer (yellow) that allows a current to flow through the struc-
ture, which is used for electromotive actuation. Two 5µm×5µm gold mirrors allow detection of the mechan-
ical vibration of the microbridge by using a laser in an optical lever geometry. (b) First and second vibra-
tional modes of the microbridge at room temperature in its undoped state, measured in a vacuum atmosphere
(p < 1×10−4 mbar). (c) Possible evolution of the microbridge strain state upon doping with H2.

resistivity, WO3-based devices have been employed for hydrogen gas sensing, showing
fast response and unprecedented sensitivity with a detection limit as low as H2 concen-
trations of 1 ppm nearby room temperature. Owing to the simple device architecture,
we envision WO3 as a promising candidate for future on-chip hydrogen detectors, which
could be integrated in present CMOS technology. Furthermore, the high permeability to
H2 gas makes WO3 a very appealing material to build semipermeable membranes, with
potential use in solid oxide fuel cells, water splitting and recombination technologies
and catalysis applications. However, before such devices can be developed, a more in-
depth fundamental understanding of hydrogen intercalation and bulk diffusion in WO3
is required.

At the end of Chapter 6, we discussed how hydrogen intercalation in WO3 deter-
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mines the formation of oxygen vacancies in the material lattice. Considering that a large
WO3 lattice expansion induced by oxygen vacancies was observed in Chapter 4, a nat-
ural question is how the material structural properties are affected by the intercalation
of hydrogen. We investigate this aspect in Fig. 7.4, where we measure the WO3 c-axis
parameter with X-ray diffraction. When Pt-catalysed WO3 thin films are doped with H2
gas, we observe a crystal lattice expansion up to 1.5 %. This change is fully reversible and
it indicates that WO3 structural properties can be controlled by an external gas.

These findings open up interesting perspectives such as the fabrication of devices
whose mechanical properties could be reversibly modified by chemical reactions. This
is a very appealing research direction for micro- and nanoelectromechanical systems,
where tunability of the resonance frequency of suspended structures is a highly desir-
able property. In Fig. 7.5a we show a preliminary result in this research direction, where
a 50 nm-thick free-standing WO3 microbridge is fabricated. Detailed discussion on the
fabrication of this device is beyond the scope of this thesis, and here we limit ourself
to illustrate some of its properties. As shown in Fig. 7.5b, the free-standing structure
has a main vibrational mode around 400 kHz, with a Q-factor of about 5000. The het-
eroepitaxial strain imposed by the STO substrate, which clamps the structure at its ends,
determines an initial tensile strain in the microbridge. Upon doping with H2, the WO3
lattice expansion can determine a crossover from tensile, to relaxed, compressed and,
finally, buckled state of the microbridge, as illustrated in Fig. 7.5c. In this framework,
doping with hydrogen gas adds a very unique degree of tunability to this mechanical
resonator, with possible applications spanning from fundamental studies on mechanics
at the micro- and nanoscale, to the development of novel actuators and detectors.



A
DERIVATION OF CLASSICAL

MAGNETOTRANSPORT FORMULAS

In the following, we derive a series of formulas to describe magnetoresistance and Hall
effect measurements. We begin by considering a single channel of charge carriers, and
then extend the discussion to multiple parallel channels. Finally, we plot the obtained
equations for a set of parameters corresponding to the typical values of the systems stud-
ied in this thesis.

A.1. CHARGE TRANSPORT FOR A SINGLE CONDUCTION CHAN-
NEL

In general, in the approximation that the current density j is a simple function of the
electric field E, it is possible to write

j =σE, (A.1)

ρ =σ−1, (A.2)

E = ρj, (A.3)

where σ is the electrical conductivity tensor, and its inverse ρ is the electrical resistivity
tensor. In a conductive material, the charge carriers move with an average drift velocity
v, which can be expressed as

v =µE, (A.4)

where µ is the carrier electrical mobility. In a classical picture, the conductivity of a ho-
mogeneous material is determined by Drude’s formula

σ0 = n|Q|µ, (A.5)

where n is the carrier density and Q is its charge.
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Figure A.1: Schematic of a 2D conductor. A current flow in the positive x-direction ( jx ) is carried by positive
charge carriers Q+ which move with velocity vx . The magnetic field B , applied in the positive z-direction,
determines a Lorentz force (FL) on the charge carriers, which induces the accumulation of positive and neg-
ative charge at the conductor edges (indicated in red). This charge is responsible for the insurgence of the
transversal electric field Ey , or Hall voltage.

In a typical electrical transport experiment, the current direction and intensity j is
fixed, and the resulting electric field E is determined by the voltage drop across a known
current path. As a result, transport experiments allow the measurement of the resistivity
tensor in Eq. (A.3), rather the conductivity one. In the case of a two-dimensional (2D)
conductor, we can write explicitly(

Ex

Ey

)
=

(
ρxx ρx y

ρy x ρy y

)(
jx

jy

)
=

(
ρxx jx +ρx y jy

ρy x jx +ρy y jy

)
. (A.6)

As illustrated in Fig. A.1 for the case of a positive charge Q+, when a homogeneous
current flows in the x-direction, the current density j = ( jx ,0,0) can be expressed with
Drude’s formula as

jx =σ0Ex → Ex = 1

n|Q|µ jx . (A.7)

If a magnetic field B is applied, the Lorentz force deflects the moving carriers according
to

FL =Qv∧B. (A.8)

In case the magnetic field is perpendicular to the conduction plane B = (0,0,B), some
charge carriers accumulate at the material edges along the y-direction, giving rise to an
electric field Ey which counterbalances the Lorentz force

��Qvx B =��QE y → Ey = B

nQ
jx . (A.9)

This mechanism is better known as Hall effect. We can identify the matrix elements of
the resistivity tensor in Eq. (A.6) from the Equations (A.7) and (A.9) as

ρxx = 1

n|Q|µ , (A.10a)

ρy x =+ B

nQ
. (A.10b)
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Repeating the considerations above for a current flowing in the y-direction, we can ob-
tain the remaining matrix elements

ρy y = 1

n|Q|µ , (A.11a)

ρx y =− B

nQ
, (A.11b)

where the minus sign in the second equation comes from the negative direction of the
Lorentz force along the x-axis. The full resistivity matrix in 2D is thus

ρ = 1

n|Q|µ
(

1 ∓µB
±µB 1

)
, (A.12)

where the ± sign accounts for the sign of the charge carriers. Inverting the previous
expression, the conductance matrix is readily obtained

σ= σ0

1+ (µB)2

(
1 ±µB

∓µB 1

)
. (A.13)

We note that the quadratic dependence on B appearing in the diagonal matrix element
σxx is the classical magnetoresistance.

A.2. MULTICHANNEL TRANSPORT
In a material where multiple parallel conduction channels {i } contribute to transport,
and in the approximation that they do not interact, the conductivity matrix is obtained
by summing the contributions of the single channels as

σ=∑
i
σi =

∑
i

σi

1+ (µi B)2

(
1 ±µi B

∓µi B 1

)
, (A.14)

where µi , σi are the mobility and 2D conductivity at B = 0 for the i -th channel, respec-
tively. By inverting this expression, we obtain the matrix elements of the resistivity ten-
sor, which are the quantities measured by electrical transport. In the case of two parallel
channels (I and II), the resulting analytic expressions are

ρxx = (σI +σII)+ (σIµ
2
II +σIIµ

2
I)B 2

(σI +σII)2 + (±σIµII ±σIIµI)2B 2 , (A.15a)

ρx y = (±σIµI ±σIIµII)+ (±σIµII ±σIIµI)µIµIIB 2

(σI +σII)2 + (±σIµII ±σIIµI)2B 2 ·B , (A.15b)

where the ± indicates the sign of the charge carriers in the i -th channel.
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By using Eq. (A.5), the expressions above can be rewritten in terms of the carrier densities
{ni } and the elementary electric charge Q =±e as

ρxx = (nIµI +nIIµII)+ (nIµII +nIIµI)µIµIIB 2

(nIµI +nIIµII)2 + (nµIµIIB)2 · 1

e
, (A.16a)

ρx y =
(±nIµ

2
I ±nIIµ

2
II)+n(µIµIIB)2

(nIµI +nIIµII)2 + (nµIµIIB)2 · B

e
, (A.16b)

where n = (±nI ±nII) is the total carrier density.
It is interesting to consider the limits of Eqs. (A.16a) and (A.16b) for small and large

B . For the longitudinal resistivity we find

lim
B→0

ρxx = 1

(nIµI +nIIµII)
· 1

e
= 1

σI +σII
, (A.17a)

lim
B→∞

ρxx = (nIµII +nIIµI)

n2µIµII
· 1

e
. (A.17b)

Equation (A.17a) indicates that at small B-field, when the classical magnetoresistance
contribution is negligible, the longitudinal resistivity is the reciprocal of the sum of the
two channels conductivity. Upon increasing magnetic field, ρxx increases monotonously
and then reaches the constant saturation value indicated by Eq. (A.17b). The limits of the
transverse resistivity yield

lim
B→0

ρx y =
(±nIµ

2
I ±nIIµ

2
II)

(nIµI +nIIµII)2 · B

e
, (A.18a)

lim
B→∞

ρx y = 1

n
· B

e
. (A.18b)

In the special case that one channel shows a much larger mobility (i.e., µII À µI) while
having comparable carrier density (i.e., nI ≈ nII), the low-field value of Eq. (A.18a) re-
duces to ρx y ∼ 1

nII
B
e . The slope of the Hall effect at small magnetic field, thus, would

provide direct information concerning the carrier density of the high-mobility chan-
nel. These conditions are often not met in STO-based oxide interfaces, where it is com-
mon to find low-mobility carriers with high-density and high-mobility carriers with low-
density (i.e., nIµI ≈ nIIµII). In this other case, thus, it is not possible to further simplify
Eq. (A.18a) and no direct information can be extracted by the low-field slope of the Hall
effect. In the large B-field limit of Eq. (A.18b), instead, the slope of ρx y always gives in-
formation regarding the total carrier density n.

Finally, we note that the model of multiple parallel conduction channels does not
take into account any possible field-dependent variations of µi and σi , which could be
determined by a change in band structure for strong magnetic fields. This is usually a
valid assumption for magnetic field in the range of a few Tesla, limiting the usability of
the model to relatively small values of B .
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Figure A.2: Hall effect curves with two parallel conduction channels. Transverse resistivity curves calculated
with Eq. (A.16b) using the carrier density and mobility parameters of Channels I and II from Table A.1. For
each curve, one of the four parameters is varied as indicated in the legend (curves vertically offset by 100Ω for
clarity). The top panels (a) and (b) show the case of two electron channels, while the bottom panels (c) and (d)
are calculated in the case of one electron, and one hole channel.

To illustrate the magnetotransport curves resulting from the multichannel model
discussed in the previous section, we consider a few conduction channels whose carrier
density, mobility, and sheet resistance are reported in Table A.1. The chosen values are
compatible with what we measured experimentally in WO3/LAO/STO heterostructures,

Table A.1: Transport parameters. Carrier density, mobility, and sheet resistance of the multiple channels used
to calculate the curves in Figs. A.2 and A.3.

Ch. n2D (cm−2) µ (cm2 V−1 s−1) ρ0 (Ω)

I 2×1013 1×103 313

II 5×1012 1×104 125

III 1×1012 1×105 63
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Figure A.3: Magnetotransport for multiple electron channels. (a) Sheet resistance, (b) magnetoresistance,
and (c) transverse resistivity calculated with Eq. (A.14) for one, two or three parallel conduction channels (Hall
curves vertically offset by 100Ω for clarity). The curves are calculated with the parameters from Table A.1: (d)
carrier density, (e) mobility, and (f) sheet resistance.

as discussed in Chapter 5. In Fig. A.2 we plot the Hall effect curves determined by two
channels in parallel, where Channel II is the high-mobility one. When both channels
have electron-like carriers (Figs. A.2a and A.2b), the Hall effect has a negative slope at all
magnetic fields. As in the legend, we vary the properties of the high-mobility channel to
show how they affect the Hall curves. In particular, the nonlinearity at small B-values is
sharper for small nII and high µII, while the Hall effect becomes linear for large nII and
small µII values. In Figs. A.2c and A.2d we show the case when Channel I has electrons
and Channel II has hole-like carriers. In this case, the curves present both a positive
and a negative slope, and show a more intense nonlinearity with smaller carrier density
and larger mobility of Channel II, the one with higher mobility.

Figure A.3 shows how the longitudinal and transverse resistivity evolve in the case
one, two or three parallel conduction channels of electrons contribute to the transport.
With more that two conduction channels, it is complex to determine the analytic expres-
sion for ρxx and ρx y , which are here computed by inverting numerical calculations of
Eq. (A.14). The classical magnetoresistance in Fig. A.3b changes from a flat curve, when
only one channel is present, to a rounded shape, when the higher mobility Channel II
is added, to a sharp cusp-like trend, when also Channel III is added. An important
change is observed also in the Hall effect in Fig. A.3c, which goes from linear, with only
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one channel, to a single or double nonlinearity when two or three channels are present,
respectively. We note that the features of multichannel conduction are well-evident in
the presented curves because the parameters in Table A.1 are remarkably different from
each other. In materials where multichannel conduction occurs, these parameters can
often be quite similar in value, so that nonlinearities in experimental curves are not so
sharp. Precise determination of experimental carrier densities and mobilities can thus
be a quite tedious process, which needs to be complemented with additional measure-
ment techniques.
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