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EXECUTIVE SUMMARY

The increasing penetration of renewable energy sources is challenging the cur-
rent state of affairs of the energy system. As a result of their fluctuating nature,
high renewable power shares will require the introduction of flexible assets in
the power generation fleet, as well as in the power transmission and distribution
networks.

Large-scale thermal energy storage offers a cost-effective solution to increase
the flexibility of the future energy system and to avoid the need for extensive
fossil backup capacities. In addition, the storage of electric power into ther-
mal energy will facilitate the coupling of the electricity and heat sectors, which
will be an important contribution for the decarbonization of all energy vectors.
With this aim, Siemens Gamesa Renewable Energy has developed an innovative
Electric Thermal Energy Storage (ETES) and is now evaluating its commercial
positioning. The goal of this thesis is to identify under which boundary con-
ditions there is a business opportunity for the technology, with regards to the
future electricity and heat markets. To meet this target, a novel optimization
model has been developed as the main tool for the analysis of the storage and
its profitability under different situations.

The model integrates the versatility of the technology, which can be designed
to charge and discharge electricity or heat by virtue of its modular structure.
As regards the boundary conditions, three revenue streams have been included:
discharge of electricity to the day-ahead market, discharge of heat to a district
heating network, and discharge of high-temperature heat to an energy-intensive
industry. The model allows the isolation and combination of each of the afore-
mentioned applications in order to test different conditions. Additionally, it has
been developed from a detailed engineering perspective and includes the most
relevant components’ mechanical limitations and thermodynamic losses. The
developed model is one of the first to investigate the operation of an electric
thermal energy storage technology in detail, and its integration in the heat and
power markets. Thus, the provided formulation greatly contributes to the study
of the technology and to the understanding of its potential.

Regarding the analysis of the boundary conditions, it has been conducted in a
systematic way in order to isolate the impacts of each of the input variables on
the system. The electricity price and the heat demand input curves have been
modelled as the addition of periodic sinusoidal curves. This approach has en-
abled to vary the magnitude and frequency of the components in an structured
manner. The frequencies have been obtained from the spectral density analysis
of actual data by means of the Fast Fourier Transform algorithm. The remaining
input variables, namely the supply power and the heat prices, have been mod-
elled with real wind generation data and with constant values respectively. As
regards the storage capacity, the analysis have been carried out for two different



storage capacities (i.e. 834 MWh and 3.34 GWh), to evaluate the impact of the
storage scale.

The results have shown that high-temperature heat sale to an energy-intensive
industry is the application with the largest revenue potential due to several rea-
sons. Firstly, the volatility of prices should be very large to justify a business
model based exclusively on electricity arbitrage. This condition is aggravated
by the low discharging efficiency of the steam cycle, compared to the high effi-
ciency of the heat-discharging cycle. Secondly, the investment costs of the system
without the Rankine cycle are lower and therefore the break-even price is also
lower. Notwithstanding, the break-even price for district heating supply could
be achieved under a very ambitious scenario of reduction of emissions, with
support schemes in place. Likewise, the electricity arbitrage application would
benefit from increasingly recurrent conditions such as high renewable power
curtailment or imbalance penalties.

The analysis has also exhibited the great importance of the electricity and heat
prices for the business case. Regarding the day-ahead electricity price, the results
show that the average is the component with the largest impact on the revenue
generation, being lower values more advantageous when heat sales are available.
As regards the volatility, the component of the smallest period results in the
highest variations in the revenues, as well as in the storage cycles. Lastly, with
respect to the variable heat demands, it has been demonstrated that the concur-
rence of heating load peaks and electricity prices is positive for the business case
for district heating, and the opposite effect takes place for the sale of heat to an
energy-intensive industry.
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INTRODUCTION

The purpose of this chapter is to give an overview to the reader of the impor-
tance of this work. With this aim, firstly the research objectives are placed in
context and the research questions are presented. Secondly, the followed strat-
egy to meet such objectives is briefly introduced. A Literature review of previous
investigations is then performed in order to assess the academic knowledge on
the area of study. Lastly, the contributions of this thesis to the research field are
highlighted.

1.1 PROBLEM IN CONTEXT

In the past decades, the global energy scenario has started a pathway to de-
carbonization. The European Union commitment to reduce its greenhouse gas
(GHG) emissions by 80-95% by 2050 with respect to 1990 levels [8] is an illustra-
tive example of the amount of effort that will be required on a structural and
social level to reach such target. The roadmap to decarbonization is still un-
clear, nevertheless, all scenarios certainly present challenges and opportunities
to modernize and transform all energy sectors.

In the electricity sector, renewable energy sources (RES) are leading the tran-
sition away from fossil fuel generation technologies. Thanks to significant reg-
ulatory incentives, the electricity mix of many countries has already seen an
increased share of solar photovoltaic (PV) and wind.

Despite the environmental benefits of RES, a scenario with a large share of
these sources will pose significant challenges to many market players. To begin
with, renewable energy assets operators will need to introduce flexibility options
as a means to adjust their power generation to demand levels. As the levelised
cost of electricity (LCOE) of sustainable energy technologies decreases, market
mechanisms such as feed-in tariffs or curtailment payments will eventually be
replaced by other schemes that will require producers to respond to real market
signals [9]. These market changes will translate into a need for higher control
over renewable power production. With respect to thermal power plants whose
traditional application has been to provide baseload power, they will need to
flexibilize their operation and decrease their ramping times. Such fast power
response will become a requisite to meet sudden demand peaks when renewable
sources are not available. Additionally, the most polluting conventional plants
may turn unprofitable before the end of their lifetime due to carbon penalties
such as high CO, prices. Lastly, a large RES penetration will entail a loss of inertia



in the grid, which will require the implementation of power control mechanisms
by grid transmission operators to avoid costly damages.

The flexibility necessary to solve many of the foregoing issues will be provided
by different cost-effective options, inter alia, energy storage. Many technologies
and mechanisms for the storage of renewable power have already been devel-
oped for different purposes. The most extended of them is hydropower storage,
which was introduced as a way to exploit onsite geographical elevations. More
recently, electrochemical batteries such as Li-lon batteries are entering the market
to solve the increasingly recurrent power and voltage quality issues. Notwith-
standing, batteries alone are not enough to solve most of the future energy sys-
tem challenges due to their high cost and short discharge times. Storage with
large power and capacity ratings will also be essential to achieve the full de-
carbonization of the power sector. Technologies with such power and capacity
properties are being developed based on Power-to-X (P2X) mechanisms, that is,
Power-to-Heat (P2H), Power-to-Gas (P2G), and Power-to-Liquid (P2L).

The electricity market share for P2X technologies will significantly increase un-
der a high RES penetration scenario [10]. Additionally, it is foreseen that they will
contribute to the complete transformation of the energy system by the integra-
tion of the three most polluting sectors: heat, power, and transport, by means of
coupling the low-carbon energy carriers, heat, electricity, hydrogen, and natural
gas. Many studies have shown that a highly-electrified scenario would be very
costly due to the large investment required to extend the grid infrastructure,
and difficult to achieve in industrial activities where energy is used as a feed-
stock [11]. It is therefore anticipated that the integration of the energy networks
by P2X technologies, together with some level of electrification, will eventually
increase the flexibility of the energy system in the most cost-efficient way.

The potential and still unexploited market for large scale and sector-coupling
storage technologies has led Siemens Gamesa Renewable Energy (SGRE) to re-
search and develop a new Electric Thermal Energy Storage (ETES) concept. The
innovative storage technology has been developed as a multi-function means to
make renewables baseload capable, to decarbonize the heat sector, and to elim-
inate the need for extensive fossil backup capacities. As the proofs of concept
and of system have now been finalized, the implementation of the technology in
a commercial-scale project becomes a requisite for the continuous generation of
knowledge on the various applications. However, despite the versatility of the
technology, the ETES solution might not be optimal under all system and market
conditions and requirements. The goal of this thesis is therefore to evaluate what
are the boundary conditions, dictated by the electricity and heat sectors, under
which the ETES technology can best serve the energy system.

1.2 RESEARCH OBJECTIVES AND METHODOLOGY

As described in the previous section, the economies pursuit of decarbonization
and the increased penetration of renewable energy sources is challenging the en-



ergy market status quo. The new global scenario has driven energy technology
developers to create new storage concepts to capture new market opportunities
that will unfold in the upcoming years. One of these market players is SGRE,
which has developed and tested a new Electric Thermal Energy Storage technol-
ogy (ETES). The main challenge that ETES designers are currently facing is the
assessment of different power and heat markets around the globe to determine
which one is optimal for the commercial installation of the technology. This is a
complex task as the energy market is becoming more volatile and the economic
performance of the storage depends greatly on its operational needs. Conse-
quently, such assessment requires a tool or model that enables to quantitatively
evaluate the technology under very different conditions and situations. Follow-
ing this rationale, the next research questions and sub-questions are proposed.

Research question

Under which boundary conditions is there a business opportunity for ETES, with re-
gards to the future electricity and heat markets?

Research sub-questions

1. How should a programming-based model be formulated to evaluate the
thermodynamic performance of ETES and its implementation for different
applications?

2. Which is the most promising energy market for the integration of ETES into
the future energy system, and what future developments will have to take
place to open up new markets?

3. Which are the most relevant boundary conditions of the heat and electricity
sectors that SGRE developers should consider for the commercial position-
ing of ETES?

Research methodology

Answering the research question and sub-questions requires the analysis of the
dynamics of the system and its adequacy to different price and demand set-ups.
In order to develop a comprehensive model of the technology and test its perfor-
mance under different boundary conditions, the following research steps have
been identified:

1. Scope of research: the first milestone is the identification of the boundaries
of the study as well as the desired outcomes. This is done via the research
questions, which structure the overarching goal of the study (Chapter 1).

2. Literature review and evaluation of the state-of-the-art of thermal storage: the
second milestone is the review of previous studies and the compilation of
the last thermal storage technology developments. This work allows to



find the missing elements in the Literature and to place the technology in
context (Chapters 1 and 2).

3. Conceptual design of the model: the third step consists of the identification of
the main components of the model. To that end, firstly, the main thermo-
dynamic principles and the main features of the ETES concept under study
have to be defined. Secondly, after the thermodynamics of the technology
have been disclosed, the potential end-uses have to be listed and the most
relevant have to be selected (Chapters 2 and 3).

4. Model formulation and verification: the formulation of the working principles
of the technology along with the most relevant applications is the follow-
ing research milestone. Such exercise has to be performed in parallel to
the verification of the model equations ensure the validity of the results
(Chapter 4).

5. Development of demand and price input curves: once the model has been con-
structed, the following step is the development of a systematic methodol-
ogy to compare different demand and price signals. This is done by means
of the construction of artificial signals from actual data, in order to isolate
the impacts of different input parameters on the business model (Chapter

5).

6. Analysis of results and discussion: lastly, the results are presented and evalu-
ated against the research questions, in order to answer them and to meet
the overarching goal of the thesis (Chapters 6 and 7).

1.3 LITERATURE REVIEW

ETES is defined by Cao, et al. [12] as the integration of several innovative and
cutting edge technologies (e.g. thermal storage, heat engines, and heat storage
mediums). Each of these technologies has been extensively studied and analyzed
in the Literature, however, a comprehensive model that includes a detailed for-
mulation of ETES” working principles and its behaviour under different boundary
conditions has not been found.

The need to better understand the impact of renewables in the energy system
and the need for flexibility resources, has nevertheless led to the development
of a broad spectrum of models of several energy storage technologies. In order
to build upon such studies, this section explores some of their modelling tech-
niques. Additionally, it gives an overview of the current trends in the Literature
on the role of ETES in the future energy system, and the applications that have
been most extensively studied. It concludes by assessing the academic value of
this thesis and the knowledge gap it aims to fill.



1.3.1  Energy storage modelling techniques

Multiple energy storage modelling techniques can be found in the Literature.
These can be classified according to the scale, the boundary conditions, the level
of detail, and so on, which are designed after the desired outcomes of the model.
Because of the relevance for this study and the need to understand its scope and
limitations, two different archetypes of models have been further researched: sys-
tem and engineering models on the one hand, and optimization and simulation
models on the other. The design of the first two mainly differs on whether a
‘top-down’ or a ‘bottom-up” approach is used, whereas the construction of the
last two follows different methodologies.

System models and engineering models

According to Griinewald, et al. [13] [14], the main distinction between "system
models” and ‘engineering models’ is the boundary drawn around the storage
system. On the one hand, system models focus on the entire energy system,
set spatial boundaries (e.g. regional, national, European, etc.), and search for
the benefits that storage will bring to the overall system. They usually deter-
mine the value of the technology following a cost-minimization logic. On the
other hand, engineering models consider a given system context and focus on
the techno-economic assessment of a specific storage asset. They aim at monitor-
ing and optimizing the asset operation and at determining its profitability [15].
Because system models consider macroeconomic changes caused by energy stor-
age, they are sometimes called top-down models, whereas engineering models,
which give a detailed description of the storage system, are called bottom-up
models [16].

The majority of the reviewed articles that include thermal storage and cover
both the electricity and heat sectors were system models. A widely used sys-
tem model that includes the power and heat sectors is the EnergyPLAN model,
which gives the optimal energy assets combination and calculates the heat and
electricity generation costs. This model is used by many researchers but does
not consider ETES for power applications [17]. Another example is the REMod-D
model used by Henning and Palzer [18] to model the electricity and heat sec-
tors of Germany. In this case, thermal energy storage is used to store renewable
power but the re-conversion of heat back to electricity is not considered. Dif-
ferent types of optimization techniques and constraints for the integration of
storage and RES into district heating systems are discussed in [19] and [20], also
from a system model perspective. Lastly, a combined analysis of the electricity
and heat networks is performed in [21] based on an hydraulic-thermal model of
the heat network and an electrical power flow model. Similarly to the models
mentioned above, in this study ETES systems can only discharge heat.

The aforementioned articles and system models do not focus on electric ther-
mal storage specifically, but rather offer thermal storage as a flexibility source
for thermal loads. Additionally, the working principles of thermal storage are
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greatly simplified and reduced to power and capacity capabilities and round-
trip efficiencies. Such modeling methodology is not robust in depicting the
limitations and losses caused by the thermodynamics of the ETES technology.
Therefore, it is gathered that there is an academic knowledge gap regarding the
detailed engineering formulation of the technology and its performance under
different system conditions.

Optimization models and simulation models

Models can also be classified into ‘optimization” or ‘simulation” models, depend-
ing on the nature of the solving techniques. The former try to provide the opti-
mal trajectory and solution to a problem, based on system parameters and crite-
ria. The latter provide plausible future trajectories with evolving parameters and
hypotheses [22]. Some models have a purely optimization or simulation nature,
whereas other models combine both approaches to meet different purposes.

The optimization approach requires the selection of an overarching goal, ex-
pressed by means of an objective function, and the selection of the problem’s
parameters. The goal is usually related to economic optimization, but can also
consist of maximizing welfare, minimizing CO, emissions, or maximizing secu-
rity of supply, to give some examples (see Figure 1.1). Some authors such as
Lund, et al. [23], point out the significant impact of model choices on the results.
Some important parameters in optimization models are the discount rate, the
system boundaries, and the monetization of emissions’ negative effects. As the
authors mention, the magnitude of their impact is usually damped by sensitivity
tests.

Optimization model

4 Inputs ) ST T T T T A 4 Outputs )

Detailed data of
the storage
technology

o State of charge
maximize revenues)

\

Objective function (e.g. :

I

|

Constraints |

e.g. technical constraints,
demand constraints)

Operation of
Generation data storage

(e.g. wind farm)

Demand
timeseries

N J o~ _7 J

System profit

Solving method: linear/non
linear, quadratic, etc.

Figure 1.1: A simplified schematic and examples of the optimization approach

As regards simulation models, they aim at envisaging the behaviour of a sys-
tem under certain established conditions, without necessarily searching for the
optimal solution. They usually analyse the system under different situations or
scenarios and compare the results against relevant criteria (see Figure 1.2). As
mentioned in [23], because of this reason, in simulation models the different
options of the future become more relevant than the details of the current sys-
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tem. In order to mitigate the uncertainty of the assumptions about the future
system conditions (e.g. fuel prices, energy demand, etc.), different conditions
are compared.

Simulation model

/~ Multiple inputs
scenarios

Perfect forecast for each
Storage cost scenario Storage capacity

Generation
forecast accuracy
(e.g. wind farm)

(" Outputs )

needed

Constraints (e.g. technical and

operational constraints) Level of

decarbonization
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electrification of

industry vs. P2H)

Solving method: linear/non

linear, quadratic, etc. Residual load

J \ J

Figure 1.2: A simplified schematic and examples of the simulation approach
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Likewise the model of this thesis, the majority of energy storage models are
optimization models that seek to support investment and operation decisions
[16]. Consequently, the optimization tools used in the Literature to deliver ro-
bust results, e.g. sensitivity tests on the inputs, have been carefully considered
in this work. Notwithstanding, some characteristics of the simulation approach
have also been included in the research. These mainly include the analysis of the
system under different market conditions in order to mitigate the uncertainties
of future developments.

Optimization techniques

Apart from the scope and approach, the trade-off between computational time
and complexity should be also taken into account in the construction of the
mathematical optimization. Mathematical optimization problems are classified
according to several factors, such as the linearity of the objective functions and
constraints, the presence of integer variables, quadratic terms, and so on.

Each category of solving technique is needed to solve different mathematical
problems and has a different computational complexity [24]. For instance, in a
study carried by Ommen, et al. [25], the computational time of a model with ther-
mal power plants, thermal energy storage, boilers, and heat pumps is compared
for different optimization methods. Their results show that the solving time of
the linear programming (LP) was the shortest, half of that of the mixed-integer
linear programming (MILP), and that the time requirement of the non-linear pro-
gramming (NLP) approach was more than 4,000 times larger. Similarly, Bloess,
et al. [2] carry out a Literature review of P2H technologies and modelling ap-
proaches and conclude that most optimization models apply either LP or MILP,
due to the lower computational requirements.

A short computational time is always a desired criterion, and it is more related
to the solving technique than to the simulation or optimization nature of the
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model. Based on the findings of the Literature and in order to be able to carry
out multiple simulations, it was decided to formulate the model in linear terms
in order to minimize the computational burden.

1.3.2  Trends in the Literature on the role of ETES in the future energy

system

The investigation of electric thermal storage in the Literature can be presented
according to the applications considered. Many of these papers also refer to the
technology as electrothermal energy storage or Carnot battery.

Concerning the use of ETES for the integration of renewable power, the at-
tention of the vast majority of the reviewed studies resides on P2H applications.
Among the different RES, most of the publications refer to the integration of wind-
generated electricity for space heating [26] [27]. Many authors allude to heat
storage as a cost-effective solution to avoid wind curtailment due to the strong
coupling between power and heat generation of combined heat and power (CHP)
plants during heating seasons [28] [29]. Some works focus on the value of the
technology for providing grid services by using surplus power for heating. For
example, in [30] the technology is called ‘grid-interactive electric thermal stor-
age’, and its effectiveness for grid management and heat provision is presented.
Several authors also perform capacity and operational optimization of the tech-
nology’s integration into a heating system. For instance, Renaldi, et al. [31]
design a model to compare conventional domestic heating with a small-scale,
low-carbon alternative technology, consisting of a water-based thermal storage
and heat pumps.

Thermal storage for Power-to-Heat-to-Power (P2H2P) is often out of considera-
tion, presumably due to the low round-trip efficiency. The first economic model
of ETES to reduce wind power curtailment and provide electricity was carried
out by Okazaki, et al. [32]. They conclude that wind-powered ETES has an eco-
nomic advantage over other systems since grid extension and thermal backup
costs are avoided. Optimization of P2H2P based on thermal storage concepts
with PV plants and the use of transcritical COz2 cycles are performed in [33], and
with thermal collectors in [34]. These studies focus on the performance of the
system rather than on its integration into the power sector. Because molten salts
in concentrated solar power (CSP) plants account for around three-quarters of the
total global thermal energy storage (TES) used for Heat-to-Power (Hz2P) [1], many
authors have attempted to optimize their operation for providing baseload gen-
eration [35] [36]. Howbeit the scope of these studies is the storage of surplus
solar heat, while electricity storage is left aside.

The search for Literature regarding the integration of ETES into thermal power
plants to increase their flexibility yielded the largest number of results. The
financial viability of a heat pump and an ETES concept in large-scale thermal
power plants is assessed by Risthaus and Madlener in [37]. They analyse three
types of thermal power plants, namely a coal-fired plant, a combined cycle, and
a CSP, and calculate the net present value for each of them. Among other con-



clusions, they determine that energy arbitrage is not enough to have net gains
and that the largest revenues stem from offering tertiary control power. Never-
theless, they estimate the costs of the thermal storage unit in a conservative way
(according to the authors). More studies and dynamic models that assess the
capability of thermal storage to support the flexible operation of conventional
power plants can be found in [38] [39] [40]. The integration of thermal storage
into different types of power plants is also studied in [41]. In this case, the focus
is on the round-trip efficiency and the economic aspects are disregarded.

Another relevant study to this thesis is that of Gibb, et al. [42]. The authors
develop a general methodology to evaluate the process integration of an ETES
concept based on three steps. The first step is the process analysis to address
the technical requirements for the integration of ETES. Then, the system bound-
ary is delimited and the technical and economic parameters of the storage are
disclosed. These results are finally used to determine the benefit of an ETES to
an application, and to spot the difference in perspective among the stakeholders.
The paper does not develop a model per se, but offers a systematic approach
that can be used for that end.

1 3 3 Academic contribution of this thesis

Modelling of storage has become a topic of interest in the Literature. Most of the
models have an optimisation nature and aim to define the benefits that different
storage technologies will bring to the increasingly-volatile energy system. This
thesis builds upon existing modelling techniques for optimizing the storage op-
eration under different boundary conditions, and contributes to the knowledge
expansion about the potential of ETES in the future energy system.

The model of this thesis can be classified under the ‘engineering model” and
‘optimization model” categories. It is an ‘engineering model” because it deals
with operational challenges while paying detailed attention to the technical and
economic aspects of the storage. It is an ‘optimization model” because the analy-
sis is carried out by means of optimizing the operation of the plant to maximize
the profit. There are multiple engineering optimization models for a wide range
of energy storage systems. All of them include operational constraints, such as
power balance or ramp constraints, that are technology-agnostic and can be used
by the present study as a modelling base. Each of the optimization approaches
has advantages and drawbacks in terms of accuracy and computational time
that have been taken into account. The optimization has also been followed by a
sensitivity analysis on the key input data in order to mitigate the uncertainty of
the assumptions.

Carrying out a complete Literature review is challenging as a model of ETES
can potentially involve a wide range of scientific purposes. Nevertheless, a first
screening using different terms and keywords has resulted in either case-specific
models of electric thermal storage for heat applications only, or for power ap-
plications only. Aside from that, the found models do not describe ETES from a
detailed engineering perspective but more as a thermal backup for the energy
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system. For instance, most of the models formulate the technology in power and
capacity terms, ignoring the thermodynamics of the storage. This approach pre-
vents them from including important efficiency losses expressions, as well as the
performance of the technology over different time horizons. Therefore it can be
concluded that, despite the large number of energy storage models found in the
Literature, none of them consisted of a comprehensive model of the performance
of ETES under different market conditions, and this thesis aims to fill that gap.

As regards the evaluation of ETES for different applications, this thesis tests
the technology in a novel systematic way instead of using real price and demand
data. The approach consists on the creation of artificial sinusoidal curves based
on the extraction of the most relevant frequencies by means of the Fast Fourier
Transform. This methodology enables to tailor the input boundary signals in a
structured way, as a means to isolate the impacts of different variations in the
boundary conditions.

1.4 OUTLINE AND STRUCTURE OF THE REPORT

The report is structured as follows. Chapter 2 gives an overview of the state-of-
the-art of thermal energy storage and explains the main working principles of
the technology, in order to provide a knowledge basis for the model. The under-
standing of the working principles of the technology is necessary to comprehend
its potential applications, displayed in Chapter 3. The model formulation is pro-
vided in Chapter 4 along with the proposed financial evaluation. The generation
of the input curves for assessing different boundary conditions is explained in
Chapter 5, together with a brief introduction to the case studies. Lastly, the main
results and conclusions are given in Chapters 6 and 7 respectively.



ETES TECHNOLOGY EXPLAINED

This chapter introduces the working principles of the ETES technology, in order
to set the knowledge base for the model formulation in Chapter 4. Firstly, the
reader is introduced to the main thermodynamic principles of thermal energy
storage and to state-of-the-art of sensible heat storage in order to place the ETES
technology in context. Secondly, the main fundamentals of the technology are
explained in more detail. The system configuration and its components are pre-
sented, as well as the charging and discharging mechanisms. The chapter ends
by explaining the main limitations and energy losses of the system, and by briefly
comparing ETES to other energy storage technologies.

2.1 THERMAL ENERGY STORAGE

As its name implies, ETES is based on thermal energy storage (TES). TES is the
second most practised form of energy storage and, in its broadest meaning, con-
sists of the storage of thermal energy by cooling or heating a storage medium to
use it at a later time. More specifically, ETES comprises the stages of obtaining
the heat, either directly or as a result of an electrothermal conversion, storing the
heat in a thermal medium, and lastly, either withdrawing the heat or generating
electricity.

Depending on the storage principle, TES can be classified into sensible heat
storage (SHS), latent heat storage (LHS), and thermochemical storage (TCS). In
storage systems based on SHS, the storage medium absorbs and releases the en-
ergy by means of temperature variations. The most common materials used in
commercial projects are water and molten salts. They differ from LHS systems,
which store thermal energy during the phase change process of the storing ma-
terial (i.e. from liquid to solid, liquid to gas, solid to solid). These materials are
also known as phase-change materials (PCMs) and can be organic and inorganic.
Some examples are paraffin wax (CH3—(CH2)n-CH3), salts, metals, and salt hy-
drates [43]. Lastly, in TCS, the storage medium undergoes reversible endothermic
and exothermic chemical reactions for heat storage and release. TCS materials are
still under research and development and their commercial introduction is still
limited.

The ETES technology is classified under SHS, which is at the same time the most
used storing principle. Concretely, the most used technology is hot-water SHS
due to its cost-effectiveness, followed by molten salts SHS, which are mainly used
in CSP plants to generate controllable renewable power. LHS and TCS systems are
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more expensive and not mature yet, however, there are many R&D activities to
unlock their large energy density potential [44]. Common applications for each
category of TES are presented in Table 2.1.

Table 2.1: Typical applications of different types of TES [4]

Sensible Heat Storage Latent Heat Storage Thermochemical Storage

Cold storage in buildings

Domestic hot water ) )
and industries

Cold storage (absorption)

1 . Waste heat in cement, Process heat (industrial
Buildings heating . :
steel, and glass heating/drying
industries appliances)
Waste heat in cement, High temperature Waste heat in cement,
steel, and glass storage (>400 °C), steel, and glass
industries for CSP and CAES industries (chemical
reactions)
High temperature High temperature
storage (>400 °C), storage (>400 °C),
for CSP and CAES for CSP and CAES

District Heating

2.1.1 Main thermodynamic principles of Sensible Heat Storage

From underground water tanks to molten salts in CSP plants, all SHS systems
operate under the same fundamental process: storing energy in a solid or liquid
material by varying its temperature. The energy capacity of the system is there-
fore proportional to the temperature gradient and to the storage medium’s mass
and specific heat. It is expressed by the following equation:

E=mCy, (T, —T) (2.1)

Where E is the energy [J], m is the mass of the storage medium [kg], Cp is
the specific heat at constant pressure [J/kg K], and Tz and T2 are the initial and
final temperatures [K]. If the mass m is substituted by a mass flow rate, i.e. i,
Equation 2.1 can be understood as an energy transfer rate.

A parameter of relevance for thermal storage is the thermal diffusivity (\) of
the storage medium. The thermal diffusivity measures the velocity at which heat



can be extracted from or injected to the material, and is, in turn, related to the
specific heat as follows:

ke

A =
p Cp

(2.2)

Where k is the thermal conductivity of the material [W/(mK)] and ¢ the mass
density [kg/m3].

For a TES to be effective, the storage material must have particular properties.
It should have a high thermal capacity, that is, a high mass density ¢ and a high
specific heat Cp. The thermal capacity, or p Cp, determines the amount of heat
the material will be able to store. It should also have a good thermal conductivity
k in order to maximize the heat transfer to and from the material. Nevertheless,
a high k also implies higher losses [45]. As seen in Equation 2.1.1, the amount
of heat stored depends on the temperature gradient, therefore the insulation
container plays a crucial role in TES to improve the performance of the storage
and minimize such heat losses as much as possible. Additionally, in order to
be commercially viable, low price and good environmental properties are also
important advantages [46]. Table 2.2 shows the properties of some common
materials.

Table 2.2: Properties of common SHS materials at 20°C [5]

Mass Density Specific Heat Thermal Capacity

Material kg/m’]  [J/kg] /K]
Water 988 4,182 4,131,816
Molten salts 1,549 1,530 2,369,970
Engine oil 888 1,880 1,669,440
Gravelly earth 2,050 1,840 3,772,000
Rock 2,560 879 2,250,240
Concrete 2,000 880 1,760,000
Sandstone 2,200 712 1,566,400
Brick 1,800 837 1,506,600
Clay 1,458 879 1,281,582
Sand 1,555 8oo 1,244,000

For high-temperature SHS, some materials’ thermal properties are comparable
to those of water per unit volume. The lower heat capacity of earthy materials
is counterbalanced by the the large temperature gradients they can withstand
without undergoing a change in phase and by their larger densities [47].

2.1.2  State-of-the-art of Sensible Heat Storage systems

SHS systems can be classified according to the operating temperature and ac-
cording to the energy storage in liquids or solids. Storage in gas media is also
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technically possible but the energy density is smaller and the volumes required
for equivalent amounts of energy are extremely large. Underground thermal
energy storage employing soil layers as a storage medium is also possible, more
information can be found in [44].

SHS in liquids at low temperature

Water is the most used material for working temperatures below 100°C as it
is inexpensive and non-toxic. It is usually combined with solar for end-use ther-
mal energy applications, including distributed heating (e.g. domestic water boil-
ers) and air heating and cooling. The latter application is especially significant
considering that heating and cooling are responsible for a 39% of global CO,
emissions and 48% of global energy consumption [48].

Water SHS systems can be distributed or centralized. Distributed systems have
a power capacity usually around a few tens of kW. They often use solar energy
from collectors to heat up water, which is then used in domestic or commer-
cial appliances and cycle many times a day. Their potential impact is higher
in countries where the buildings sector is growing since they are easier to inte-
grate into new installations [44]. Water SHS is also deployed in centralized plants
larger in capacity, ranging from hundreds of kWh up to several MWh or even
GWh. These are mostly used to store waste or by-product heat to improve the
efficiency of the energy-intensive industry. Heat from centralized CHP plants is
also used to provide district heating and cooling by means of insulated pipes
and large underground water tanks [44].

Water SHS technology has the advantages of being greatly mature — it has been
in place for decades —, of having low installation costs, and of using a safe and
affordable storage medium. Nevertheless, water can only be heated up to 100°C
at ambient pressure without changing its phase so, despite its large thermal ca-
pacity, it presents low energy density as compared to other media and requires
greater volumes for large-scale TES [49].

SHS in liquids at high temperature

High-temperature TES systems are mainly used for power generation in CSP
plants. In 2017 there were 3.3 GW of TES for electricity installed, placing TES
as the technology with the second largest power storage capacity deployed (1.9%
of the global storage capacity) only after pumped-hydro [1].

The majority of high-temperature SHS plants are based on molten salts and
installed in centralized CSP plants, where solar energy is stored and converted to
electricity to reduce the fluctuation of the renewable power output. The heat is
also sometimes used directly for district heating [44]. CSP plants use mirrors to
concentrate solar rays in a receiver that heats up the molten nitrate salts to a tem-
perature range of 250-620°C [50]. Whenever electricity is needed, the heat from
the molten salts is transferred to a steam cycle to spin a turbine and generate
power [51][52]. All industrial CSP plants are direct systems, that is, the molten
salts are used both as the heat transfer fluid and as the storage medium. They



are also based on two storage tanks at different temperatures above the melting
point of the nitrate salts.

Current research efforts are focused on the implementation of only one tank
and on the use of other heat transfer fluids (e.g. oil) [52]. The maturity of the
molten salts approach has also led to the development of new concepts for the
storage of electric energy from wind or PV. In general terms, such systems collect
surplus renewable power, store it in a two-tank molten salt storage system and
convert it back to power through a heat engine.

Despite the wide implementation and the high energy density of molten salts
storage, the cost and availability of the salts are disadvantages. They account for
roughly 49% of the TES total cost that, in turn, accounts for about 9% of the total
plant initial investment expenditure [31]. According to the International Energy
Agency (IEA), in 2050 CSP plants will provide 10% of the global power generation.
Most of these plants will be built with TES (an IEA report shows that 85% of all
planned CSP plants until 2023 will include thermal storage [53]). Some studies
have predicted that this increase in demand will create an important bottleneck
in the availability of the mineral resources they include, leading to conflicts and
tension [54].

SHS in solids at high temperature

Different advanced concepts for the storage of heat in solids up to 1,000°C are
being developed. Among these, regenerators are the most common. They use a
heat transfer fluid, usually a fluid medium like air, to transfer the heat from the
source to the solid storage material that can be made of natural stones, ceramic
bricks, concrete, or packed beds of pellets. These systems are called indirect
systems as they use different mediums for heat transfer and storage [5].

As seen in Table 2.2, the solids used in high-temperature SHS generally have
lower specific heat than the fluids, however, they have larger densities and can
resist larger temperatures as compared to water and molten salts that are limited
by their boiling points. Therefore, solid SHS mediums can reach higher tempera-
tures and heat up the steam to very high levels, minimizing the losses of power
generation. For instance, a common used material is concrete due to its low cost
and good thermal properties. Concrete has a high specific heat, a good mechani-
cal resistance to thermal cycling, and good compressive strength, as well as other
mechanical properties [47]. Additionally, it has a similar thermal expansion co-
efficient to steel, which reduces the mechanical stress between the pipes and the
storage.

Several high-temperature solid SHS concepts - like the one under study in this
thesis - are under development and demonstration. The commercial potential of
this technology has led to some leading energy companies to include practical
research in their portfolios [55][56]. The ETES technology studied in this thesis is
still in the research and development phase. Nevertheless, the proof of concept
built with more than 1,000 tons of rocks as storage material, has already been
developed achieving 24 hours of storage capacity, 25% round-trip cycle efficiency
for power generation, 95% heat storage efficiency, and 480°C steam temperature
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at 65 bar [57]. Future developments have the potential to reach higher discharge
times, a 45% HzP efficiency, and air temperatures up to 800°C. More details about
the technology and the working principles are given in the following section.

2.2 FUNDAMENTALS OF THE ETES CONCEPT
UNDER RESEARCH

The ETES technology under research — from now on referred to as 'the system” —
falls under the SHS in solids at high temperature category. Similarly to the other
technologies that belong to this group, the system uses different mediums for the
storage and the heat transfer. The storage bulk material consists of a pebble bed
of volcanic stones in an insulated container. The stones have diameters in the
centimeter scale in order to optimize the heat transfer between the fluid energy
carrier and the rocks. With respect to the heat transfer fluid, non-pressurized air
is used.

The system configuration, the charging and discharging mechanisms, and the
efficiency losses that are necessary to understand the operating principles of the
storage, are described in the following lines.

2.2.1  System configuration
Similarly to any other storage technology, the architecture of the ETES system

has three main parts: the charging cycle, the storage container, and the discharg-
ing cycle (Figure 2.1).

Hot air, Tyt
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Figure 2.1: Basic configuration of the ETES technology

The ETES technology can be set up in order to charge heat or electricity, to
be later discharged also as heat or electricity. Depending on the end use, the
configuration is shaped in a different way and the components of the system
vary. The different options are depicted in the diagrams below.



Table 2.3: Different possible charging and discharging configurations
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Regarding the set-up of the charging cycle, if the system has been designed
to store heat, the energy is introduced in the unit by means of a heat exchanger
and a blower. If on the contrary the main application is the storage of electric
power, the P2H conversion takes place by means of an electric heater that heats
up the air, and a blower that moves the heated medium through the pipes to the
rock bed. The air can reach very high temperatures. In the model, a temperature
of 750 °C is set at the outlet of the heater (T};), and around 200 °C at the inlet
(Twarm)-

As regards the discharging mechanism, when the storage is designed to meet
a heat demand it does so by means of a heat exchanger. For certain specific ap-
plications, the ETES technology could also be designed to meet a heat demand
by delivering hot air to, for instance, a nearby industry. In that case, in order to
maintain the air mass flow balance through the pipes, ambient or heated up air
should be reintroduced into the system. If the storage is used for the delivery
of electric power, the HzP conversion is carried out by means of a Rankine cycle,
where the energy is transferred from the air to the steam by means of a heat
recovery steam generator. The electric power is generated via a steam turbine
and a condenser. Some applications also involve the withdrawal of heat in a in-
termediate phase between the high pressure and low pressure turbines. Further
explanation on the efficiency of each component and cycle is provided in Section
2.2.3.

The system has a modular design and allows the decoupling of the charg-
ing power capability, the discharging power capability, and the energy storage
capacity. Additionally, due to the large availability of the storage material (i.e.
volcanic rocks), the storage can be scaled up without incurring a dramatic cost
increase. All these characteristics result in a storage with a large power and
capacity rating, in the MW and GWh scale.
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2.2.2  Charging and discharging mechanisms

The charging and discharging of the rock bed process is based on the three heat
transfer mechanisms:

Convection: during the charging process, the hot air flows through the
stones and heats them up due to the temperature difference between the
mediums. The convective effect is maximized by the use of fans, which
also counterbalance the pressure drop over the bed.

Conduction: with respect to the conductive heat transfer, it mainly takes
place within the stones and the container wall. As expressed earlier in
Section 2.1.1, the larger the value of the thermal conductivity of a material,
the faster the heat transfer. Following this logic, the insulation container
is designed to maximize the transfer time with the ambient, in order to
maintain the temperature gradient the longest time possible.

Radiation: radiation also takes place and is mainly dependent on the sur-
face area, the temperature, and the emissivity of the materials.

During the discharging process the same mechanisms come into play, but this
time the heat is transferred from the hot rocks to the cold air. Among the three,
convection is the predominant heat transfer process and is the only one consid-
ered in this thesis.

During the charging process, the hot air flows from the inlet to the outlet of the
storage, cools down as its transfers thermal energy to the stones, and it forms a
temperature gradient along the rock bed (see Figure 2.2). For simplicity, the end
where the heated air enters the storage is referred to as the "hot side’, and the
other one is referred to as the ‘'warm side’. Because of the large contact surface
and the thermodynamic properties of the materials, the heat transfer process
takes place in a relatively short distance. This creates a temperature transition
region with a short depth and, consequently, a steep temperature gradient. Once
the maximum temperature has been reached in the hot side, as the air continues
to flow through the storage, the temperatures of both ends of the bed remain
nearly constant. Further loading of hot air thus results in the vertical displace-
ment of the temperature transition region towards the warm end of the storage
tank. In practice, these temperatures vary with the state of charge (SoC) and op-
eration mode of the storage, nevertheless, they are considered as constant in the
present model in order to avoid non-linearities.

During the discharging process, the reverse process occurs. The cold air flows
across the stones, being heated up as it removes the thermal energy from them.
In this case, the warm side of the storage increases in volume, and the tempera-
ture gradient is displaced towards the hot side of the system. If the temperature
transition zone reaches the outlet of the storage during the process (i.e. the hot
side), the temperature of the air stream decreases and lowers the efficiency of the
system. To avoid such temperature drop, a mode of operation is usually selected
in which the rock bed is discharged down to a defined termination temperature
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below the maximum. This means that the storage tank is not fully discharged
and the capacity of the storage is not utterly used. Such termination temperature
has already been taken into account in the model, thus the considered capacity
can be entirely used.

.
‘\Twarm

"X X
(a) Charging process (b) Discharging process

Figure 2.2: Dynamics of the charging and discharging of the storage

A steep temperature gradient is preferred over a flat one because it would
mean the storage has a larger exergy content. Exergy is defined as:

“the amount of work possible to achieve from a system when it, through reversible pro-
cesses, reaches thermodynamic equilibrium with the surroundings.” [58]

Exergy is therefore an alternative means of determining the usable energy stored
in the system. Such loss in the availability or quality of energy is caused by four
primary factors [59]:

o heat losses to the environment,
e heat conduction from the hot end of the storage medium to the colder side,
e vertical conduction in the wall of the storage tank, and

e mixing of fluids at different temperatures during charging and discharging
processes.

The first factor is mainly offset by the insulation material, which reduces the
losses to the environment to negligible values for time horizons shorter than
several days. Experimental results from the ETES system have shown that the
second factor gains relevance when the storage tank does not undergo full charg-
ing cycles (the storage does not reach 100% SoC). Consequently, partial cycling
results in exergy loss, which translates into smaller discharge depths and into
loss of available energy. The quality of the energy can be restored by charging
the storage to its maximum capacity. Only after this process the storage reaches
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again the optimal temperature distribution and the maximum theoretical depth
of discharge. Lastly, in order to minimize the mixing of fluids during charging
and discharging, the storage is designed to achieve the appropriate temperature
stratification.

The exergy content of a storage system can be modelled with thermodynamic
expressions. Nevertheless, very accurate mathematical formulations are not in-
cluded in the current study as they would add extra computational complexity
and their added value towards the research objectives would be limited due to
the high frequency of full charging cycles. The exergy loss is in any case approx-
imated in the model by a linear function obtained from empirical observations.
Such analytical expression is presented in the formulation in Chapter 4. The in-
terested reader can find elaborate thermodynamic models of exergy in [59] and
[60].

2.2.3  Technical limitations of the system

The limitations of the system are herein introduced into two different categories:
energy losses and mechanical limitations. The most relevant energy losses are
the efficiency losses of the HzP and P2H conversion, the heat losses to the ambient,
and the exergy losses inside the tank. As regards the mechanical limitations, the
present study touches upon those of the Rankine cycle.

Energy losses to the ambient and exergy losses

Two energy losses have already been introduced in Section 2.2.2, namely the
energy losses to the ambient and the exergy losses inside the rock bed. The
energy losses of the storage bed to the ambient are caused by the temperature
gradient between the inside and the outside of the insulation material. These
losses can be significant for a timespan of several days or longer, reason why
the ETES technology under study is not considered appropriate for long-term
seasonal storage. As regards the exergy losses, they arise when the storage does
not undergo full charging cycles or stands inactive. They are mainly a conse-
quence of heat conduction forces between the hot end of the storage and the
warm end, which create a longer temperature stratification region and therefore
a more moderate gradient. The energy content of the storage is not affected,
notwithstanding, the usable energy content is decreased and therefore the effi-
ciency of the storage as well.

Energy losses in the electric heater

Electric heaters produce heat as a result of an electric current flowing through
a resistance (i.e. Joule Heating) and have been used for decades in common
appliances such as radiators, electric cookers, electric irons, etc.

The heat generated can be calculated from the dissipated electric power as:

E(t) = RI*t (2.3)



Where R [€2 = J/(sA2)] is the resistance of the heater, I [A] is the electric cur-
rent, and t [s] is the time the current is flowing. As seen in the equation above, it
can be considered that all the electric power dissipated in the heater’s resistance
over time is converted into heat, in other words, it can be considered that the
efficiency of an electric heater is almost 100%. This is because electricity is a
‘high-quality” form of energy that can be converted into another type of useful
energy almost entirely without losses.

Energy losses in the Rankine cycle

Contrary to electricity, thermal energy is the least useful form of energy. The
conversion efficiency of heat into electric power is capped by the Carnot cycle
efficiency and is lower than that of the electric heater. The Carnot efficiency de-
pends on the temperatures of the cold and hot reservoirs of the circuit and is the
maximum theoretical efficiency that a heat engine can reach, as it assumes that
no new entropy is generated. In practice, it is not possible to achieve the Carnot
efficiency and real steam engines efficiency can be better approximated by the
non-ideal Rankine cycle.

The simple ideal Rankine cycle consists of four internally reversible processes
shown in Figure 2.3: isentropic compression in a pump (1 - 2s), heat addition
in a boiler at constant pressure (2s - 3), isentropic and isobaric expansion in a
turbine (3 - 4s), and latent heat rejection in a condenser at constant temperature
and pressure (4s - 1). The non-ideal steam cycle differs from the ideal cycle in
the change in entropy in the pump and in the turbine (2 vs. 2s, and 4 vs. 3s),
thus it considers the irreversibility, and in the pressure drop in the boiler and in
the condenser. The enclosed area represents the net work produced throughout
the time of the cycle [61].

TA

Figure 2.3: Rankine cycle T-S diagram

The model developed in this thesis takes into account the thermodynamic
properties of the working fluid and the increase of entropy along the circuit by
using real efficiency values. Real thermal power cycles are usually in the range
of 30-45% [62], depending on the steam temperature and design of the plant.
The higher the temperature, the lower the losses and the lower the content of

21



22

harmful moisture in the turbines, being these the reasons why TES systems for
power generation work with high-temperature heat [12]. More sophisticated in-
dustrial plants usually adopt more complex configurations aimed at increasing
the overall efficiency. These include additional steps like the use of high-pressure
and low-pressure turbines with intermediate reheat, implementation of feedwa-
ter heaters, superheaters, and so on [63].

Steam at lower pressure can be extracted in an intermediate step and used
for heat delivery to a district heating network or to an industrial process. The
present research considers only the first application. The discharge of useful heat
that could be instead used for electricity generation results in a loss of electric
power. Such loss coefficient is denominated power loss factor, 3, and represents the
decrease in electricity generation (AP o] 10ss) Per extracted heat unit (Quut dhn)-
If the real thermal power delivered to the district heat network (Pt qhn) and the
efficiency of the heat exchange process (ngnn) are known, then 8 can be expressed
as the following:

_ Loss of electrical power — APuyterioss  DPoutelloss

b= Useful heat extracted ~—  Quupgnn  Foutdin
Ndhn

(2.4)

District heating systems usually require low discharge pressures, which re-
duces the value of 3. Common values range from 0.256 to 0.123, depending on
the size of the steam turbine and the extraction pressure [64].

Mechanical limitations of the steam turbines

Lastly, it is important to mention the mechanical limitations of the Rankine cy-
cle. In this study, the following parameters are considered: the load-following
rate, the start-up and shut-down rates, and the minimum served load. They are
briefly presented below:

The load-following rate, or ramp rate, is the speed at which a steam turbine
can change its output power. It is usually modelled as a maximum output
power change between one time step and the following one.

As regards the start-up rate, it indicates how fast the system can reach the
minimum load and is limited by the thermal stress of the components. The
start-up speed decreases with the time the system has not being operating,
and can be classified as cold, warm, or hot start-up. Regarding the shut-
down rate, it represents the time it takes to the system to stop generating
power. A short start-up and shut-down times are desirable to minimize the
system losses.

The minimum load is the established minimum output power at which
the system operates and it has a double functionality. Firstly, it reduces
the system losses given that the electrical efficiency increases with the load
and with an output power close the nominal value. Secondly, it reduces
the number of start-ups and shut-downs, which eventually decrease the
lifetime of the system.



The three parameters above-stated have been simplified and included in the
model formulation in Chapter 4.

2.3 CRITICAL COMPARISON TO OTHER STOR-
AGE TECHNOLOGIES

Many storage technologies are emerging to increase the flexibility of the energy
system. Most of them are sector-specific and have been designed to solve the
mismatch between RES supply and demand in the electricity market. However,
some cross-sectoral storage technologies like ETES are coming forward as an al-
ternative to integrate and bridge two of the most polluting sectors, heating and
power, to decarbonize them and increase their flexibility.

The most relevant energy storage technologies are introduced in the following
paragraphs. They have been classified into sector-specific or cross-sectoral, and
according to their power and energy rating:

Sector-specific technologies of small power and capacity rating (i.e. up
to few MW and few GWh respectively): flywheels, batteries, flow batter-
ies, and electromagnetic storage. In general terms, these technologies have
short discharge times (i.e. seconds to hours) and very high initial efficien-
cies, which make them especially suitable for grid stability applications like
frequency control or voltage control. They are mostly used for small-scale
and short-term storage due to the high investment costs they imply [1].

Sector-specific technologies of large power and capacity rating (i.e. up to
several GW and several GWh respectively): pumped-hydro and compressed
air energy storage (CAES). Pumped-hydro accounts for 96% of all electricity
storage installed in the world [1] mainly due to its low cost per installed
capacity. However, and similarly to CAES, it is site-constrained as it can
only be installed where the necessary geographical conditions are in place.
The low cost of these technologies and low energy losses over time, make
them suitable for large-scale storage of longer time horizons.

Cross-sectoral energy storage technologies of very large power and capac-
ity rating (i.e. up to several GW and TWh respectively): hydrogen and ETES.
Hydrogen will play an essential role as a large-scale integrator of RES due
to its high mass-energy density. Nevertheless, its largest potential resides
in the coupling of the power and transport sectors (P2G, P2L) due to its low
round-trip efficiency and high costs when used to discharge electricity back
to the grid [65]. ETES builds a two-way link between the power and heat
systems, as it stores electricity or heat as thermal energy, to use it at a later
time as heat or as electricity (HzP and/or P2H). When used for power gen-
eration it has a low round-trip efficiency, nevertheless, it has commercial
potential as thermal energy storage requires a significantly lower capital
expenditure (CAPEX) than other electrical energy stores.
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The storage technologies listed above are compared in Figure 2.4 according to
their power rating and cost per kWh. The technologies in green colour are those
that depend on the topography to keep their cost low, while the ones in grey are
location-independent.

Cost
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Figure 2.4: Electricity storage technologies displayed according to their power rating
and cost per kWh. Based on [1]

From the perspective of the electricity storage market at the transmission level,
the need for large-scale flexible storage like ETES will increase with the share of
RES. This is due to the fact that with low RES penetration, other flexibility options
can offer ancillary services in a more efficient way than ETES. The previously
mentioned small power and capacity rating technologies have better capabilities
to offer grid services like frequency regulation, due to for instance, their lack of
inertia. However, this in not the main market for the ETES technology, which
aims to offer security of supply to the system by accommodating large amounts
of energy and increasing the flexibility of conventional plants.

Studies estimate that with a European renewable power share of 60% or higher,
the need for large-scale and long-term electricity storage will increase dynami-
cally [10]. This means that the technologies in the right-hand side of Figure 2.4
may experience a market expansion and will be less exposed to competition with
other flexibility solutions. Lastly, it is also important to mention that, as shown
in Figure 2.4, ETES is currently the only emerging affordable electricity storage
technology for large-scale, location-independent systems.



POTENTIAL APPLICATIONS

The versatility of the ETES technology allows for its use for different applications.
This chapter introduces several use cases for ETES and their associated revenue
streams. First of all, the benefits of integrating of ETES in renewable power plants
are described. The impacts of a large share of renewables in the energy mix on
the electricity market are then explained, together with the ways in which the
storage technology can benefit from them. After the power generation applica-
tions have been covered, the chapter introduces the revenue streams from the
sale of heat. Such ’heat applications” include the use of ETES by district heating
networks and by heat-intensive industries. Lastly, the use of the storage asset as
a means of increasing the flexibility of conventional power plants is explained.

3.1 INCREASED CONTROL OVER FLUCTUATING
RENEWABLE POWER GENERATION

The power sector has already experienced an increasing trend of power gen-
eration from sources with low carbon emissions, with recent studies showing
an 8.3% yearly growth in global RES capacity. The main drivers of this trend
have been the extensive policy support schemes and a substantial cost reduction,
mainly in solar PV and onshore wind [66]. The LCOE from RES is now competitive
with that of fossil fuels, contributing to the phase-out of traditional high-carbon
electricity generators and changing the plant portfolio of power systems. For in-
stance, many European governments have announced their aim to cease coal use
by 2030, putting 25% of Europe’s currently operational coal fleet on a pathway
to closure [67]. These changes pose significant challenges to the power sector,
which needs to be transformed and increase its flexibility by sources like ETES.

RES have a different profile generation than fossil fuels, since they are intermit-
tent and fluctuating in nature and therefore are not flexible on their own. The
lower availability of traditional balancing power plants poses new challenges
to the grid stability, where power generation should match consumption at all
times and failure to do so may lead to blackouts and damage of the network.
The mismatch between supply and demand can be seen as a twofold issue: a
mismatch in space and a mismatch in time.

The mismatch in space occurs because the regions with the highest renewable
power generation potential do not necessarily match the largest load regions. A
good example of this is offshore wind, where the wind resource is at its highest
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but distant from population and industry centres. A second issue is the con-
centration of wind power in a geographical area which is correlated up to an
extension of about 500 km [68]. When the wind conditions are favourable, the
regional wind turbines would tend to provide power simultaneously surpassing
demand in a local space. A logical solution would be the transmission of the
surplus generation to zones of lower generation, however, in some countries the
regions of highest wind potential may coincide with the regions of highest grid
congestion [69]. Consequently, congestion management caused by excess gener-
ation often involves renewable curtailment, which leads to high compensation
losses and to the sub-optimal operation of the grid resources.

The mismatch in time is a result of wind and solar generation not being dis-
patchable, that is, they do not follow grid operators’ requests but weather events
that cannot be controlled. Solar peak production usually takes place at mid-
day and wind peak production at night time [70], however, weather forecasts
are not completely accurate so renewable generation cannot be unerringly pre-
dicted. Additionally, by its own nature regions high solar potential usually do
not match regions of high wind potential, hence these power sources cannot be
complemented to smoothen the renewable generation curve over time and meet
the demand.

The issue of RES intermittency has led to the development of various solu-
tions, among others, storage technologies, demand-side management, transmis-
sion grid reinforcement, and market mechanisms. Notwithstanding, with the
exception of energy storage, these measures cannot provide time shift services
from off-peak to peak periods. Export of electricity when there is over-generation
or load curtailment only solves the spatial mismatch but cannot store the energy
for future use, and may have negative effects on the market. Nonetheless, the fu-
ture energy scenario is likely to include a combination of all the aforementioned
solutions.

Based on the provided information, two revenue streams for renewable power
plants can be identified:

Imbalance mitigation: the inaccuracy of renewable power generation forecasts
cause imbalances between the market bid of renewable assets owners and real
power production. Such imbalances are usually subject to economic penalties
and therefore entail revenue losses. Revenue stream: in this case, ETES can be
utilized to charge the surplus power, or to discharge energy when there is a
shortage, to avoid imbalance penalties.

Curtailment mitigation: large shares of renewables in the energy mix increase
the recurrence of periods with local power over-supply, due to their spatial
correlation. When congestion-relief measures are not sufficient to ensure the
stability of the grid, operators cut off renewable power production that could
have been otherwise sold to the market. Revenue stream: ETES can be used to
store surplus renewable power during times of grid congestion. This applica-
tion is relevant in countries where curtailment compensation measures are not
in place.
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Additionally, a third application can be identified for grid operators. This uti-
lization is currently not possible under many countries market regulation (e.g.
Germany), but it might unfold in the future as the deployment of renewables
reaches very high levels.

Grid upgrade deferral: the integration of large amounts of renewable energy in
some grid nodes poses a thread to the stability of the system due to congestion.
Large grid investments will be necessary mainly in regions with high renewable
potential. Revenue stream: large scale storage like ETES can be a solution to
avoid the large capital investments of grid upgrade. The storage can be used
to take in power from the grid when there is excess generation, and return it to
the grid when there is not enough supply.

3.2 ENERGY ARBITRAGE AND GRID SERVICES

The increased rigidity and uncertainty of the electricity system has impacted
the wholesale electricity market, where generators, electricity suppliers, utilities,
traders, and large industrial consumers trade the commodity and keep the grid
balance. The wholesale market is disaggregated into different markets with dif-
ferent times between trading and delivery. The several electricity markets are
depicted in Figure 3.1 and they include: the forwards, the day-ahead, the intra-
day, and the energy balancing markets.

Day-ahead

Forwards market
market

Delivery of electricity

Figure 3.1: General timing of electricity markets

In the energy day-ahead (DA) market, sellers and buyers make their offers
based on factors such as their marginal costs, forecasted renewable generation,
demand, and so on. The generators are dispatched according to their merit
order and the price of the generator that satisfies the marginal demand. Because
renewable energy generation is fluctuating in nature, an increased penetration
of RES increments the volatility of the prices and the market uncertainty. In
order to reduce their exposure to unstable spot prices, market participants may
choose to trade electricity in the forwards market. In such market, the trading
parties agree on a fixed price through a bi-lateral contract (e.g. power purchase
agreement (PPA)).

The intra-day and the energy balancing markets are those that take place closer
to delivery, and they are designed to keep the power balance in the network. In
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the intra-day scheme, the market participants can trade the difference between
the electricity already sold /bought in the day-ahead and the intra-day forecasts.
The energy balancing markets include processes from several hours before the
delivery of electricity to real-time operation. Typical balancing markets include
up to five processes to provide ancillary services to the system. The main pro-
cesses are frequency containment reserves (FCR), frequency restoration reserves
with automatic activation (aFRR), frequency restoration reserves with manual ac-
tivation (mFRR), and replacement reserves (RR). These are explained in more
detail in the following paragraphs.

Each balancing process has technical requirements that must be met by the
generators, or in this case by the storage operator, in order to offer these services.
The ensuing requirements correspond to the European normative [71].

Frequency Containment Reserves (FCR)

The FCR are in charge of stabilising the frequency at a steady-state value imme-
diately after a disturbance occurs, and they are automatically activated. These
reserves have a strict requirement of a maximum activation time of 30 seconds
and in some countries the capable generators are obligated to reserve a certain
amount of capacity to this end. The time response requirement makes the ETES
technology unsuitable for this application under cold start conditions.

In most of Eastern-European countries and in several others like e.g. Spain,
FCR can only be provided by generators, while currently pump storage and bat-
teries are excluded from this market [72].

Frequency Restoration Reserves (aFRR and mFRR)

After 30 seconds the FCR are replaced by the aFRR, which are used to to re-
store the frequency to its reference value (e.g. 50Hz). These reserves should
have an activation time of approximately 5 minutes and provide the balancing
energy between 30 seconds and 15 minutes. Both FCR and aFRR are also called
spinning reserves as they have to be on-line but unloaded in order to react fast
when a shortfall occurs. mFRR provides a similar service than aFRR and it can be
spinning or non-spinning, if the technology is flexible enough. These reserves
should be able to respond within 15 minutes and are activated manually or semi-
automatically.

Similarly to the other balancing markets, the regulations vary across the differ-
ent countries. For instance, in some countries grid users participate in a manda-
tory regime (e.g. Croatia, Hungary) for a fixed price or for free, while in others
there is no obligation to offer reserve capacity (i.e. Germany). In most European
countries there are also specific restrictions on the minimum bid size [72].

Replacement Reserves (RR)

Lastly, RR are used to provide reserve power in order to relieve the operating
reserves and allow them to be restored and prepared to react if a new short-



fall occurs. The generators participating in this market should have a minimum
start-up time of 15 minutes.

The evolution of the energy market and the rising of new market mechanisms
such as the ones listed above are unfolding new revenue streams for storage as-
sets. The most interesting applications to date in for ETES are summarized below:

Grid services: the intra-day and the energy balancing markets are becoming
increasingly relevant due to the uncertainty and intermittency of renewable
power generation. Energy storage can provide a wide range of energy services
to the system in order to maintain the stability of the power grid and prices.
Revenue stream: ETES can provide grid services while charging and discharg-
ing. More precisely, the possible applications depend on the operation, the
design of the system, and the market design. In principle, ETES is suitable for
providing aFRR, mFRR, and RR.

Energy arbitrage: electricity spot prices are not constant but dependent on
many factors, such as adequacy between generation and demand, fuel costs,
and so on. Additionally, the increase of renewables in the energy mix — which
have a zero marginal cost and an intermittent nature — can increase the volatility
of the energy prices. Revenue stream: ETES can be used in order to profit
from such price variations in a direct way, buying electricity at low prices and
discharging it at peak prices, and in an indirect way by not selling power when
prices are low and storing it instead. The power generation efficiency plays an
important role in this application due to the energy losses, which in turn result
in revenue losses.

3.3 HEAT SUPPLY TO A NEARBY DISTRICT HEAT-
ING NETWORK

Despite being a fundamental component towards a low-carbon economy, the
heating sector decarbonization has received little attention in the energy transi-
tion and in energy policy. In the European context, specific measures for increas-
ing the share or renewable energy in this sector were provided for the first time
in the revision of the Renewables Directive in 2018. Recent policy measures fo-
cus their efforts on the improvement of the heat use efficiency, promoting better
building standards, insulation, and energy savings. As a result, direct renewable
heat consumption has been deployed at a slower rate than renewable electricity
consumption and its potential remains untapped.

The heat market is quite fragmented and composed of many different players,
which also increases its complexity and delays its modernization. It closely in-
teracts with other energy markets, especially the electricity and the fuel markets,
but there are still uncertainties as regards the role that these links will play in the
future energy system [73]. There is no equivalent to the electricity or gas spot
markets, so most of the current supply is based on bilateral long-term contracts
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between the heat producers and the heat suppliers. Despite its complexity, the
industry is seeing some efforts to drive its decarbonization.

The emerging heating technologies that attempt to substitute traditional pol-
luting technologies include non-electric, electric, and hydrogen technologies, hy-
brid systems, DHN, and surplus heat [74]. Together they currently provide 10.3%
of the final heat consumption, of which 1.9% comes from electric technologies
(i.e. electric heaters and electric heat pumps) [75]. The lack of local strategic
planning for heating infrastructure, together with poor long-term political visi-
bility, still present a significant barrier to the wide penetration and development
of these technologies [76].

Among the large scale sustainable heating solutions, centralized DHNs are a
more flexible and economically efficient approach than distributed heating sys-
tems. The effectiveness of centralized DHNs has been proven in some European
countries like Denmark, where 60,000 km of district heating grid provide heating
to 64% of all residential buildings [77]. Additionally, DHN have the potential to
harvest the full benefits of wind power by reducing curtailment, due to the tem-
poral correlation of wind availability and heat demand. Nevertheless, there are
some challenges to the introduction of these systems such as institutional barri-
ers, lack of space for new networks, and logistical challenges for plant siting [75].
Additionally, heating (and cooling) is consumed locally since its transportation
on long distances is not economical and the thermal losses are large.

Centralized electricity generation
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Figure 3.2: District heating and electricity network example. Adapted from [2]



The supply of heat through a DHN has different costs associated to it, includ-
ing: capital costs of the piping, depreciation, operation and maintenance, ad-
ministration costs, and purchasing costs of heat. The heat supplier is usually
responsible for securing the heat, its transmission, and its distribution from the
thermal source to the consumers. Among the previously mentioned costs, the
purchase of heat typically accounts for the largest share of the bill, and it de-
pends on the nature of the contract agreement between the contractual parties.
Such price is usually dependent on [78]:

The heat source and fuel costs: e.g. conventional power plant, biomass,
heat pump, wind power, etc.,

in cogeneration plants, the extent to which costs and revenues of the simul-
taneous generation of electricity and heat are allocated to heat,

the extent to which the lost revenues from electricity generation are in-
cluded in the heat purchase contract,

the security of supply,
the number and diversity of purchasing profiles (i.e. consumers),

the pipe length per consumer, and the associated pipe losses.

Among all the aforesaid elements, the heat source is the most determining
factor of the price at which a heat producer (e.g. ETES owner) can sell the good:
the greener the source, the higher the price at which it is sold. This feature is
beneficial for heat suppliers with renewable energy sources.

Lastly, it is important to mention the heat supply requirements and their im-
pact to the ETES business case. The temperature of supply water is usually be-
tween 65-120°C, and the return water is usually in the range of 25-75°C. Because
of this reason, low-temperature SHS systems such as water tanks present a more
economical solution than high-temperature thermal storage like ETES. The in-
stallation of ETES in a DHN would only be justified by the cogeneration of heat
and power, where the operation of the storage would follow the power demand
and the sale of heat to a DHN would be an extra revenue stream. Because of
this reason, the model of this thesis only considers the extraction of heat be-
tween the high-pressure and low-pressure turbines and not the extraction of
high-temperature heat from the air cycle.

Sale of heat to a district heating network: the transition of the heating sector
towards a decarbonized system passes by a greater integration of sustainable
sources and by an increased efficiency. Consequently, solutions like centralized
DHN are evolving and benefiting ‘green-heat’ suppliers. Revenue stream: ETES
can be used to supply heat from renewable sources in a controllable way. More-
over, heat supply from sources with low emissions can be sold at a higher price
than that from polluting plants. Because of the low temperatures of the dis-
trict water flows and the availability of other cheaper storage technologies, the
low-pressure steam from ETES would likely be a byproduct of electric power
generation.
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3.4 HEAT SUPPLY TO AN ENERGY-INTENSIVE
INDUSTRY

Among all the end-use sectors, the industrial sector is the one that consumes
the largest amount of delivered energy. Such energy is used for different appli-
cations comprising the already-mentioned heating and cooling, lighting, steam
and cogeneration, process and assembly, and others [6]. Of the total energy,
around 50% is delivered by natural gas, electricity, and renewables in OECD
economies. The remaining energy sources are mostly comprised of coal and lig-
uids (e.g. petroleum feedstocks). In non-OECD countries, the share of coal and
oil products is larger.

The energy-intensive manufacturing industries are usually grouped into the
seven categories presented in Table 3.1. The industries have been listed by de-
creasing order of expected energy consumption by the year 2040.

Table 3.1: Clustering of energy-intensive manufacturing industries, listed by expected
decreasing energy consumption levels in 2040. Extracted from [6]

Industry clustering  Representative industries

Inorganic chemicals, organic chemicals (e.g., ethylene
Basic chemicals propylene), resins, and agricultural chemicals;
includes chemical feedstocks

Iron and steel Iron and steel manufacturing, including coke ovens

Petroleum refineries and coal products manufacturing,

Refining including coal and natural gas used as feedstocks

Cement and other nonmetallic minerals, such as glass,

Nonmetallic minerals .
lime, gypsum, and clay products

Food Food, beverage, and tobacco product manufacturing

Pulp and paper Paper manufacturing, printing and related support activities

Aluminum and other nonferrous metals, such as copper,

Nonferrous metals ) )
zinc, and tin

The largest potential for high-temperature storage rests in the industries where
highly polluting energy carriers are burned to produce high-temperature heat.
Because of this reason, among all the industries listed above, glass, ceramic, and
metal manufacturing industries could be the most promising markets for the
ETES concept. For instance, on the one hand steelmaking demands temperatures
above 600°C, which is usually obtained from coal or natural gas. On the other
hand, paper and pulp manufacturing only require temperatures up to 250°C [3],
which can be supplied by more cost-effective solutions than ETES (e.g. biomass).

In order to provide a better understanding of the processes’ requirements,
the energy-intensive industries have been clustered by their heat temperature
requisites in Figure 3.3.
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Figure 3.3: Energy industries by heat temperature requirements. Adapted from [3]

ETES can be integrated into energy-intensive industries with two main pur-
poses: to store waste or by-product heat and/or to incorporate excess power
from renewable energy sources. The need for thermal storage of waste heat
originates when the by-product heat generation (from e.g. chemical reactions)
and the demand of heat are not simultaneous. In this case, the heat needs to be
stored to be used at a later moment in time. The reuse of released energy results
in a more efficient usage of energy resources and in a lower fuel consumption,
which lowers the operational costs of the plant. Additionally, thermal storage
increases the end use alternatives of the waste heat, as it can be re-utilized in
the same process in a closed loop, transferred to a different process in the man-
ufacturing chain, or sold to an external heat demand like a DHN. As regards the
integration of renewable power, the main goal in this case is the reduction of CO,
emissions and their associated costs. The creation of a hybrid heat network (i.e.
based on Pz2H), also opens up the door to the participation on a demand response
market, on mitigating the negative effects of renewable power curtailment, grid
congestion, and mitigates investment risk by the diversification of energy sinks.

The potential of ETES in the industry has to be assessed against other com-
petitor technologies. The most spread alternative to the burning of coal is the
burning of natural gas, which can also deliver a high-temperature heat with a
low carbon content. Therefore, in order to assess the business case for ETES in
this market, the analysis results will be compared against the use of natural gas
taking into account fuel costs, CO, price developments, etc.

Industrial waste heat recovery: multiple energy-intensive manufacturing pro-
cesses release high-temperature heat that is not recovered and is therefore
wasted. Such heat can be reused in a closed loop within the same process,
or transferred to a different one. Revenue stream: ETES can provide time-
shifting services to solve the temporal mismatch of heat demand and waste
heat occurrence. The main benefits are a reduction of fuel consumption and
CO, emissions, higher process efficiency, and additional revenues from external
heat supply to e.g. a DHN.
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Renewable energy sources integration by Power-to-Heat: the use of renew-
able electrical power is an upcoming strategy in order to decarbonize energy-
intensive industries and use surplus power from renewables. The use excess
of renewable power can also be beneficial to solve renewable curtailment and
imbalance issues. Revenue stream: the main income for the industry would
stem from the reduction of CO, emissions. Additionally, benefits can be derived
from the diversification of revenues by the creation of hybrid heat networks and
from 'P2H arbitrage’.

3.5 FLEXIBILITY SOURCE FOR THERMAL POWER
PLANTS

The envisaged increase of RES entails technical and economical challenges for
traditional power plants, which were originally designed to provide baseload
generation. This challenge is two-fold. Firstly, power plants need to flexibilize
their operation to meet sudden demand peaks that cannot be supplied by renew-
ables, as well as to respond to volatile price signals. Secondly, most power plants
were developed to run on very polluting fuels that are increasingly penalized for
their emissions. In some cases these penalties (e.g. CO, taxes) are so significant
that plants have to be closed down because they are no longer profitable.

The system design of traditional power plants presents an important barrier
for the increasingly required flexible operation. Table 3.2 gathers the technical
characteristics of the most commonly used gas-fired and coal-fired power plants,
as well as of the most advanced versions. As it can be observed, except for open
cycle gas turbines (OCGT), fossil-fuelled power plants have very large start-up
times that make them unsuitable to be online on time to meet demand peaks.
Similarly, the ramping rates might sometimes not be enough even if they are
already synchronized. The minimum load also presents a big restriction, since if
power plants have great losses below these levels.

The introduction of thermal storage in these plants can increase their flexibility
in different ways. For instance, regarding the minimum operational load, ETES
can provide a heat sink to store the energy as an alternative to shutting down
the plant. This way, the net generation and minimum load can be effectively
reduced. The stored heat could later on be used for increasing the generation
power without increasing the firing rate, thus decreasing fuel costs. Similarly, the
stored power could be used to enhance the ramp rate and start-up capabilities,
by means of providing feedwater preheating. Lastly, ETES can also increase the
flexibility of CHP plants by decoupling the heat and power generation. If the
generation follows the heat demand, the power can be stored and sold when it
is more profitable in the electricity market. The opposite application would also
be valid for and electric-demand following operation. An upside of using ETES
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in existing power plants, is that some existing equipment can be integrated in
the system to reduce the CAPEX.

As regards polluting power plants, they could be retrofitted to grid storage
plants to provide grid support services. The investment of such plant update
would strongly depend on the need to replace, partially or completely, the exist-
ing steam cycle assets.

Table 3.2: Technical characteristics of different gas-fired and coal-fired power generation
technologies. Extracted from [7]

Open cycle gas Combined cycle Hard coal-fired Lignite-fired
turbines (OCGT) gas turbines (CCGT)  power plant  power plant

Most commonly used power plants

Minimum load 40-50% 40-50% 25-40% 50-60%
Ramp rate (per min) 8-12% 2-4% 1.5-4% 1-2%
Hot start-up time 5-11 min 60-90 min 2.5-3h 46 h
Cold start-up time 5-11 min 3-4h 5-10 h 8-10h
State-of-the-art power plants

Minimum load 20-50% 30-40% 25-40% 35-50%
Ramp rate (per min) 10-15% 4-8% 3-6% 2-6%
Hot start-up time 5-10 min 30-40 min 8omin - 2.5 h 1.25-4h
Cold start-up time 5-10 min 2-3 h 3-6 h 5-8 h

The aforementioned advantages can be summarized into the following two ap-
plications.

Flexibility of power generation: the low flexibility of traditional power plants
leads to high costs due to shut-downs and thermal fatigue of plant equipment.
These issues are increasingly relevant as the penetration of RES in the system
is increasing the volatility of the electricity markets. Revenue stream: by the
integration of ETES in existing thermal power plants, the plants can improve
their revenues by increasing their adaptability to electricity prices, by reducing
shut-downs, and by expanding their equipment lifetime.

Retrofit of unprofitable polluting plants: power plants with high CO, emis-
sions are seeing their business case fading out due to pollution penalizations.
Revenue stream: these power plants can be retrofitted into storage plants with
low GHG emissions, which can then yield revenues by doing electricity arbi-
trage, offering grid services, selling heat to a DHN, and so on.
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4 MODEL FORMULATION

This chapter aims at responding to the research sub-question 1. It presents the
proposed model of the studied ETES technology and its integration with three
main applications: the sale of heat to a heat-intensive industry, the sale of heat
to a DHN, and the sale of electric power in the DA market. The set of constraints
take into account the main technical limitations of the system, as well as the evo-
lution of thermal energy stored over time. The search for the optimal boundary
conditions is done by virtue of the model and by testing different input profiles
that are further explained in Chapter 5.

The optimization has been carried out in Python using the solver ‘Gurobi” and
with a rolling horizon approach. The mentioned solver supports mixed-integer
quadratically constrained programming (MIQCP), which is the type of problem
herein formulated. An horizon of one week has been chosen on the grounds that
it is a realistic time-frame for generation and demand forecasting, and in order
to introduce some uncertainty to the optimization.

4.1 LAYOUT OF THE SYSTEM

The layout of the system and the main input and decision variables are shown
in Figure 4.1. Such variables are explained in the following section.

d . hy(t) :
| rid(t : :
| Rgel(t) - Pout,dhn(t)
Y : ?h(t) __ _iRa® il
B ot .
T : Pout,el(t)
ﬁ AP _ iR

m Psupp\y(t)
Pcurt(t)

I’hel(t)
Tel,back

Figure 4.1: Layout of the system with thermal demand, power generation, and access to
a DHN
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4.2 NOMENCLATURE

The charging or discharging processes herein mentioned do not allude to the
input or output of energy to or from the rock bed. They instead refer to the in-
troduction of power into the overall ETES system through the resistive heater or
heat exchanger, and to the output of power to the different demands. Whenever
they refer to the packed bed, this will be clearly indicated.

Input variables

The input variables can be adapted to the specific case study by setting the un-
necessary demands to zero.

Dgnn(f) District heating network demand [kW]

Dy, () High-temperature heat demand [kW]

Pgupply () Electric or thermal power supply [kW]

Rann (1) District heating network heat price [ €/kWh]
Re (1) Day-Ahead market price [ €/kWh]

R (f) High-temperature heat price [ €/kWh]

Storage’s parameters and costs

B Power loss coefficient when there is steam extraction [-]

Copex.el Variable costs per unit of electric power discharged [€/kWh]

Copex,th Variable costs per unit of thermal power discharged [ €/kWh]

Csuel Start-up costs of Rankine cycle [ €]

Csu.in Start-up costs of the resistive heater [ €]

Ectes Thermal capacity rating [kWh]

Lex Loss in exergy inside storage due to conduction and natural
convection per time step [kWh/t]

Lgeif Self-discharge of the storage bed to ambient per time interval [-]

Ndhn Efficiency of the thermal discharging process to a DHN [-]

Nel Efficiency of the Rankine Cycle [-]

TNheater Efficiency of the resistive heater [-]

Nth Efficiency of the thermal discharging cycle [-]

Petes,in Maximum thermal power input (i.e. input power rating) [kW]

Petes,in Minimum thermal power input [kW]

P etes,out,el

Betes,out,el

p etes,out,th

Maximum electric power output (i.e. electric power rating) [kW]
Minimum electric power output [kW]

Maximum thermal power output (i.e. thermal power rating) [kW]



Betes,out,th

RD out,el
R uout,el
SD loss,el
SD out,el
SOC,
S5OCmax
SOChin
SUoss el
S uout,el
TDjin
TD out, el
TD out, th
T uin

T uou’c,el
T uout,th
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Minimum thermal power output [kW]

Ramp-down limit of the steam turbine [kW]

Ramp-up limit of the steam turbine [kW]

Shut-down energy loss of the Rankine cycle [-]
Shut-down ramping limit of the steam turbine [-]

Initial state of charge of the storage bed [-]

Maximum state of charge of the storage bed [-]

Minimum state of charge of the storage bed [-]

Start-up energy loss of the Rankine cycle [-]

Start-up ramping limit of the steam turbine [-]

Minimum down-time for charging [intervals of t]
Minimum down-time for the Rankine cycle [intervals of t]
Minimum down-time for thermal discharging [intervals of t]
Minimum up-time for charging [intervals of t]

Minimum up-time for the Rankine cycle [intervals of t]

Minimum up-time for thermal discharging [intervals of t]

Air flow parameters

Cp,d,back
Cp,el,back
Cp,hot
Cp,warm
Td,back
Tel,back
Thot

Twarm

Specific heat capacity of air at Tq pack [KJ/(kgK)]

Specific heat capacity of air at Tgj pack [K]/(kgK)]

Specific heat capacity of air at Ty [k]/(kgK)]

Specific heat capacity of air at Twarm [k]/(kgK)]

Temperature of the air flow returning to the system [K]
Temperature of the air flow returning from the Rankine cycle [K]
Temperature of the air flow at the hot side [K]

Temperature of the air flow at the warm side of the storage [K]

Decision variables

Es(t)
Eex(t)

E ex,loss (t)
m(t)

g (t)

I (t)

Total thermal energy inside the storage bed [kWh]
Total exergy inside the storage bed [kWh]

Total loss of exergy inside the storage bed [kWh]
Total air mass flow rate [kg/s]

Air mass flow rate to thermal demand [kg/s]

Air mass flow rate to Rankine cycle [kg/s]
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h(t) Air mass flow rate to charge the storage bed (positive if
charging, negative if discharging) [kg/s]

Peurt () Power supply that is shut-down [kW]

Pgrig(t) Electric power sold to the grid (positive if selling power,
negative if buying power) [kW]

Pin(t) Thermal power input above minimum [kW]

Pin(t) Total thermal power input [kW]

Pout dhn (f) Thermal power sold to the district heating network [kW]

Pouter(t) Electric power output above minimum [kW]

f)out/el(t) Total electric power output [kW]

Pouttn(f) Thermal power output above minimum [kW]

Isout,th(t) Total thermal power output [kW]

uin (f) State variable (1 if there is input power, 0 otherwise)

Uoutel (1) State variable (1 if there is electric output power, 0 otherwise)

Uout th (f) State variable (1 if there is thermal output power, 0 otherwise)

Usoc (1) State variable (1 if the storage is fully charged, 0 otherwise)

Usoc,ex (1) State variable (1 if there is exergy, 0 otherwise)

Vin () Start up variable (1 if charging starts up at t, 0 otherwise)

Voutel (1) Start up variable (1 if the Rankine cycle starts up at t, 0 otherwise)

Vout th (f) Start up variable (1 if discharging thermal power starts up at t,
0 otherwise)

zin(t) Shut down variable (1 if charging turns off at t, 0 otherwise)

Zoutel () Shut down variable (1 if the Rankine cycle turns off at t,
0 otherwise)

Zout th (f) Shut down variable (1 if discharging thermal power turns off at t,

0 otherwise)

4.3 OBJECTIVE FUNCTION: MAXIMIZING THE

REVENUE

In order to assess the economic performance of ETES under different conditions,
the optimization is designed to maximize the annual net revenue (ANR), which

is defined as:
n

max ANR =Y [R(t) — C(t)] (4-1)
t=1

ANR Annual net revenue [€/year]

R(t) Aggregated revenues in the time interval t [€]



C(t) Aggregated costs in time interval t [€]
t Index for the time intervals during the optimization

n Chosen number of time intervals t per year

The aggregated revenue is made up from multiple revenue streams and de-
pends on the considered application. The revenues are shown in Equation 4.2 in
the following order: sale of thermal power to a heat intensive industry, sale of
electric power to the DA market, and sale of heat to a DHN.

R(t) = Pourm(t)Ru(t) At (4.2)
+ Pout,el(t)[l - Suloss,el Z70ut,el(t)] [1 - SDloss,el Zout,el(t + 1)] Rel(t) At
+ Pout ann(£) Rann (t) AL, VE

Additionally, if the power supply is electric and the system has a grid connection,
the supply can bypass the storage and be directly sold to the market. In that case,
the following element should be added to Equation 4.2:

Pgrid(t) Ry (t) At, Vi (4-3)

Note that the electric power in Equation 4.2 has some fixed start-up and shut-
down energy losses, which should not be considered in the revenues. These
losses represent the start-up and shut-down trajectories that depend on the tech-
nology, on the size of the turbine, and on the start-up conditions (i.e. cold, warm,
or hot start-up). In this thesis they are approximated by a constant 50% start-up
and shut-down energy loss, as shown in Figure 4.2, which means that the system
needs one hour to ramp-up from zero to the minimum output power, and vicev-
ersa. The online ramp-up and ramp-down losses are not considered in order to
simplify the formulation. This assumption implies that the ramp capabilities are
large enough to achieve the maximum power output in a negligible timescale
compared to the time interval At.

Pout,el [kW] J

\
SD SuU J__.
out,el out,el 50%
“1 " loss
Energy
1 2 3 4 5 6 7 7: [h]

uout,el(t) 0 ! ! ! ! ! °

Vout,el(t) 0 ! 0 0 0 0 0

Zout,el(t) 0 0 0 0 0 0 !

Figure 4.2: Start-up and shut-down energy losses of the Rankine cycle

The costs are determined by Equation 4.4. They include the operational expen-
ditures of the storage, which are expressed as a cost per unit of electric energy
or thermal energy discharged. The electricity consumption of the blower is also
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taken into consideration. In theory such consumption depends on the SoC of the
storage (the higher the SoC, the higher the work needed), however, in order to
linearize the optimization, the consumption was approximated as 5% of the to-
tal (thermal) power discharged. The aforementioned consumption was obtained
from empirical results from the pilot plant. In some applications, the power sup-
ply has a cost associated with it (Cgypply), €.g. supply of electricity to the storage
under a PPA, which should be also taken into account. Nevertheless, in most
use cases this cost is set to zero, e.g. power supply from a wind farm. Lastly,
the start-up cost of the Rankine cycle and of the charging system are considered.
The former is simplified as a constant amount and approximated by using gas
turbines” start-up costs given in [79], and the start-up ramping capability of the
system. The latter is approximated by dividing the capital cost of the electric
heater by the maximum number of cycles per lifetime, and should be only taken
into account if the input power is electric.

C(t) = +pout,el(t) Copex,el At (4-4)
+ [Poutin(t) + Papn (£)] Copexn Ot
P t) Pt
+0.05 [ out,th( ) + out,el( )] Rel(t) At
Nout,th Nout el

+ Csupply Piy At
+ Csu,erVoutel (t) + Csuinvin(t), Vi

4.4 CONSTRAINTS

The model constraints have been clustered into: system wide constraints, de-
mand constraints, and technical and operational constraints. The first include
the constraints referring to the storage bed and the power supply. The second
include the discharging limits and the demand levels. Lastly, the third includes
the unit commitment equations, the operational limits imposed on the system,
and the ramping capabilities of the steam turbine.

4.4.1  System constraints

Firstly, the total energy stored in ETES at the beginning of the time interval is
defined as follows:

SOCO Eetes/ lf t e 0

Es(t) =
Es(t — 1)[1 — Leats] + [Cppot Trot — Cpwarm Twarm]tits (£ — 1) At, if t >0
(4.5)



The first term in 4.5 represents the energy that remains inside the storage after
the losses to the ambient temperature (Lgejs) are considered. As explained in
Section 2.2.3, this losses are minimized by the container insulation. They are
almost negligible for short time intervals, notwithstanding, they gain relevance
for longer time horizons and prevent the technology from being used as seasonal
storage. The second term embodies the energy charged or discharged to the
storage bed, as a function of the difference in energy content between the inlet
and the outlet air flows.

The usable energy inside the storage bed differs from the total energy and
varies with time. Such loss in usable energy (or exergy) occurs due to natural
convection and conduction between the hot and warm sides of the storage. The
exergy loss process was explained in Section 2.2.3, and it can be understood as a
lower temperature gradient between the inlet and outlet of the storage. Empiric
results show that the loss in exergy is almost linear with respect to time, and
that it takes place whenever the storage does partial cycling, that is, whenever
it has not been fully charged. In this thesis, the exergy and the lost exergy are
modelled by Equations 4.6 and 4.7, which have been obtained empirically. The
value of exergy loss per time step (Lex) depends on the design of the system and
on the size of the storage tank, and therefore it should be tailored to each case
study.

Eex(t) = Es(t) — Eexjloss(t), Vi (4.6)

E ) 0, ift =0

pi = .
ex,loss [Eex,IOSS(t - 1) [1 - Lself] _'_ Lex usoclgx(t)] [1 - usoc(t)] At, lf t > 0
(4-7)

The first element of the addition in Equation 4.7 represents the losses to the
ambient, similarly to the formulation of the total energy in the storage container
in Equation 4.5. The second element represents the loss in exergy per unit of
time, which is approximately linear. The loss per time interval (Ley) is multiplied
by the state variable usocex(t), and all the elements in the equation are multiplied
by [1 - usoc(t)]. The purpose of the first is to ensure that the exergy loss stops
increasing when the exergy content is zero (i.e. the temperature gradient is
already flat and no more natural convection and conduction occurs inside the
rock bed). The second term resets the lost exergy to zero whenever the storage
is fully charged and, consequently, the temperature transition region is restored
and the exergy content is maximized. The aforementioned binary variables are
formulated as follows:

Eex(t)

t)y > —————, YVt .8
usoc,ex( ) = SOConx Eotes (4 )
Es(t)
u < ————, Vt .
SOC( ) o Socmax Eetes (4 9)
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In the optimization problem, usocex(t) will always tend to be zero to minimize
the exergy loss from Equation 4.7, and the opposite occurs with ugc(t), which
tends to be one. Therefore, if there isn’t any exergy left inside the storage, the
tirst binary will be zero, and if the storage is fully charged, the second binary will
be one. By modelling the state variables as shown above, it is likewise ensured
that they will only take these values when all the exergy has been discharged,
and when the storage is full, respectively. A graphic example of the energy,
exergy, and exergy loss is shown in Figure 4.3. This example has been extracted
from the simulations and the time and energy scales have been removed for
confidentiality reasons.

100% SoC 100% SoC

s
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— Energy (Es)

>

pust - == Exergy (Eex)
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Time [h]
Figure 4.3: Example of the energy, exergy, and exergy loss curves

The balance between the supply power, the curtailed power, the input power,
and the power sold or bought from the grid, depends on whether the input
power is electric and has a grid connection,

A

b, (t
Psupply(t) = Pcurt(t) + L() + Pgrid(t)/ vt (4.10)
Nheater
or is thermal:
D, (t
Psupply(t) = Pcurt(t) + m( )/ vt (4.11)
Nheater

The curtailed power variable refers to the power that has to be shut-down when,
for instance, the electricity prices are negatives and the maximum charging
power of the storage has already been reached. In any case the supplied power
always has to be larger than the curtailed power:

Psupply(t) > Pcurt(t)/ vt (4.12)

The input power to the system, Pi,(t), is thermal and it is calculated by means of
the energy balance in the electric heater or heat exchanger. The constraints below
should be adapted depending to the application, that is, looking upon whether
the mg(t) or my,(t) terms should be included.
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Py(t) = m(t)cp,hotThot - ms(t)cp,warmTwarm (4.13)
- md(t)cp,d,bacde,back - mel(t)cp,el,backTel,back/ vt

The conservation of the air mass flows through the pipes is taken into consider-
ation by the Equation 4.14.

ni(t) = 1its(t) + 1irg(t) + 1ig (t), (4.14)

In the cases when the electricity prices are negative, the optimization may lead
to the simultaneous charging and generation of electric power. This can happen
due to the difference between the charging process and the Rankine cycle effi-
ciencies (almost 100% vs. 30-45%) that result in profit generation. However, in
reality such operation is forbidden in many countries (e.g. Germany). There-
fore, to prevent the simultaneous input and output of electric power when the
electricity prices are below zero, the following constraint has been added:

uin(t) + uout,el(t) <1, vt (4.15)

4.4.2 Demand constraints

The thermal demand requirements are satisfied by the two expressions below,
which represent the thermal output power after the losses and the maximum
output power, respectively.

Pout,en(t) = 11 114 (t) [Cp ot Thot — Cp d pack Ta packl, (4.16)
Poursn(t) < Dylt), Wt (4.17)

Regarding the electricity generation, the overall output efficiency depends on
that of the Rankine cycle and on whether there is steam extraction to supply heat
to a DHN or not. The former varies with the output power of the turbine. Nev-
ertheless, since the largest losses happen under partial loading and a minimum
output power has been imposed to the system (explained later in Equations 4.34
and 4.35), the efficiency has been simplified as a constant value (ne;). The lat-
ter is due to the fact that high-quality heat would be extracted between the high
pressure and low pressure turbines and, therefore, the overall electric power gen-
eration would be further reduced. This effect is taken into account in the model
by means of the power loss factor, 3. For more information about the efficiency of
the Rankine cycle and {3, please refer to Section 2.2.3.

A

Pout,el(t) = Hel mel(t) [Cp,hotThot - Cp,el,backTel,back] (4-18)

. ’BPout,dhn(t) Vt
Ndhn '

45



46

| MODEL FORMULATION

The output power to the DHN is limited by several elements: by an own efficiency
factor that represents the efficiency of the heat exchanger between the turbine
and the district water cycle (ngnn); by the Rankine cycle as the system can only
discharge heat from the turbine if the turbines are running and generating power
(1 - ne1); and by the maximum DHN demand. These efficiency coefficients are
depicted in Figure 4.4.

Pout,ann(£) < [1 = 1et] Hann 11e1(t) [Cp ot Thor — Cp,et pack Tel pack], 7t (4.19)

Poutann(t) < Danu(t), Vt (4.20)

*

Nel Power generation

Energy input
Losses

@)
@
g

District heating

to the steam
cycle (1-ne)

Figure 4.4: Power and thermal losses of the Rankine cycle with steam extraction

4.4.3  Technical and operational constraints

Lastly, the technical and operational constraints of the charging cycle, and of
the electric and thermal discharging cycles are presented. The unit commitment,
the minimum up-times and down-times, and the output power equations herein
presented have been adapted from the unit commitment formulation from [80].

The unit commitment constraints of the charging and discharging equipment
are the following:

win(t) — uin(t —1) = vip(t) — zin(t), V¢ (4.21)
”out,th(t) - uout,th(t_l) = vout,th(t) - Zout,th(t)r vt (4-22)

uout,el(t) - uout,el(t_l) - vout,el(t) - Zout,el(t)/ Vi (423)



The minimum up-times for the heater, the heat exchanger, and the Rankine cycle
are expressed in the three following equations.

t

Z Oin(i) < uin(t),  Vt € [TUin, T] (4.24)
i=t—TU;,+1
t
Z vout,th(l> < uout,th(t)/ vt € [Tuout,thz T] (4-25)
i:t_TuoLtt,th+1
t
Z Uout,el(i) < uout,el(t)f vt € [Tuout,elr T] (4-26)
izt—TUout,el""1

Likewise, the minimum down-times are modelled by means of the state vari-
ables as per below.

t

Y. zin(i) <1 — uj(t), Vi€ [TDyy,T] (4-27)
i=t—TDj,+1
t
Z Zout,th(i) < 1 - uout,th(t)r Vt € [TDout,th/ T] (4-28)
Z':t_TDoui‘,th""l
t
Z Zout,el(i) <1- uout,el(t)/ Vt e [TDout,el/T] (4-29)
i:t—TDout/gH—l

The input and output powers can take values within a certain range between
a minimum and a maximum, or zero. This entails that the electric heater, the
heat exchanger, and the Rankine cycle only start working after a certain power
threshold has been reached, and operate up to their maximum capacity. If there
is no enough supply or demand, the devices are shut down. The variables there-
fore have a so called semi-continuous nature. Because semi-continuous variables
are not supported by the chosen solver, the input and output power are modelled
by means of auxiliary and binary variables as proceeds:

Pin(t) < Nheater [ﬁetes,in - Betes,in ] uin<t)r Vit (4-30)

A

Pin (t) = WHheater Betes,in Uin (t) + Pin (t)/ vt (431)

The same formulation is used for the thermal output power,:
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Pout,th(t) < [ petes,out,th - Betes,out,th ] uout,th(t)/ vt (4-32)
pout,th (t) = Betes,out,th Uout,th (t) + Pout,th (t)/ vt (4-33)

and the electric output power:

Pout,el(t) < [Fetes,out,el - Betes,out,el ] uout,el(t)/ vt (4'34)
pout,el(t) = Potes out el uout,el(t) + Pout,el(t)/ vt (4.35)

Because heat extraction to a DHN only happens when the turbines are gener-
ating power, the limits for Py qnn(t) are implicitly included in Equations 4.34
and 4.35 and they do not require extra constraints.

The speed at which the steam turbine can increase or reduce the load is taken
into consideration by virtue of the ramping capability limits of the steam turbine.
The start-up or shut-down capabilities are also included:

Pout,el(t) - Pout,el(t - 1) < Ruout,el - [Ruout,el - Suout,el]vout,el(t)r Vit (436)

Pout,el(t - 1) - Pout,el(t) < RDout,el - [RDout,el - SDout,el]Zout,el(t)th (4-37)

Equations 4.36 and 4.37 were constructed in such a way that when the system
is starting-up or shutting-down, they are reduced to the following two (respec-

tively):
Pout,el(t) -0 < Suout,elr vt (4-38)
Pout,el(t - 1) -0 S SDout,el/ Vt (4-39)

Additionally, attention was paid to the magnitude of the start-up and shut-down
ramping capabilities to ensure that they are larger or equal to the minimum
power output Petes outel, in order to avoid discrepancies among the constraints
and ensure the proper functioning of the model.
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4.5 ROLLING HORIZON FRAMEWORK

The objective function and constraints presented above have been used within
a rolling horizon framework. The rolling horizon methodology consists in solv-
ing the optimization in several sub-problems where only the input values of the
prediction horizon are known. In this study, the optimization of the yearly op-
eration of the storage has been divided into the optimization of weeks, which
obtain the initial state of the system from the last optimization results. In this
way, uncertainty and forecasts limitations are included in the solution.
The algorithm for the rolling horizon approach is presented in Figure 4.5.

Start optimization of the
yearly operation
Definition of: initial state of system
(e.g. SOC,, day = 1), total horizon

(365 days), prediction horizon (7
days), and control harizon (1 day).

‘ Update the initial state of the system ‘

Solve the optimization problem for the
prediction horizon

day=day + 1

Save the results of the variables for
the control horizon in a vector

No

End

Figure 4.5: Rolling horizon scheme

46 MODEL VERIFICATION

The verification of the model has been performed by tracing the variables” re-
sults and by checking the final outputs, using diverse input combinations. After
each simulation, a dynamic plot containing all variables results has examined
to identify potential errors in the formulation. For example, the start-up capa-
bilities (SUgyutel and SDgyte1) and the minimum discharging power (Petes out,el)
of the Rankine cycle have been tested in the following way. If the value of the
tirst parameters were smaller than the second one, the system never discharged
electricity because it could not start-up or shut-down the steam cycle. Another
example is the length of the minimum up-times of the charging and discharging
components. When extreme values were tested, the revenues dramatically de-
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creased due to the large constraints imposed to the operation of the system. The
efficiency of the heat extraction from the turbine was also tested. If the power
loss factor B was increased to very large values (e.g. above 2), the system did not
discharge power to the DHN because of the large losses. Lastly, regarding the
verification of the operational costs, this has been done examining their impact
on the storage usage. For instance, without start-up charging costs (Csyin) the
system underwent many and very short charging cycles. On the contrary, as
the costs were increased, the system charged at minimum power between big-
ger cycles, as long as this was more profitable than stopping and re-starting the
charging process.

In order to provide insight into the model’s variables, a 24-hours extraction
of a simulation is shown in Figure 4.6. The case study included a 70 MW high-
temperature heat demand and a 78 MW DHN demand. The storage power rating
was 139 MW, and the storage capacity 834 MWh.
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Figure 4.6: Simulation results of different variables



The first sub-plot shows the prices of the three available revenue streams. Be-
cause the electricity price oscillates, also the use of the storage varies pursuing
the largest revenues. For instance, in the second sub-plot it can be observed that
the power supply by-passes the storage and is injected into the grid whenever
the electricity price is higher than the heat price. On the contrary, when the
heat price is higher, all the power supply is introduced into the system and, be-
cause the power supply is below the maximum charging rating, the remaining
power is bought from the grid (hence it takes negative values). The third sub-
plot shows the power sales which confirm the aforementioned maximization of
revenues. It is also confirmed that the maximum generation limits are respected
and that, when the system is generating electricity, no power is simultaneously
being bought from the grid. Lastly, the last two sub-plots show the SoC and the
air mass flow rates. It is clearly seen how 'm’ is the addition of all mass flow
rates, and that the only variable that takes negative values is ‘'ms” when the rock
bed is being discharged for the generation of electric power.

4.7 FINANCIAL EVALUATION

The economic viability of the implementation of ETES under different boundary
conditions was assessed by means of the NPV. The NPV was chosen among other
tinancial indicators because it takes into account the time value of money, as
compared to other indicators such as the payback period or the internal rate of
return. By obtaining this value for different use cases, the main research question
can be answered.

The NPV function is shown in Equation 4.40. As it can be seen, this indica-
tor accounts for the net cash flows (i.e. objective function of the optimization
problem; ANR), the initial investment (CAPEX), the lifetime of the project (N), and
the discount rate (r). The simulations considered a lifetime of 30 years and a
discount rate of 3.4%. Additionally, in order to carry out the analysis in a more
conservative way, it was considered that the projects do not yield revenues dur-
ing the first three years during which the investment is made. As pointed out by
the Literature, sensitivity analyses have to be performed in order to mitigate the
risks of the assumptions on the inputs to the model.

N
ANR
NPV = — CAPEX — .
CAPEX + ) (440)

The decision whether to invest or not, was made by comparing the potential
revenues with storage to the revenues earned in a reference case without storage.
For instance, it can be the case that the NPV of a project with ETES is positive,
but smaller than the NPV prompted without ETES. This would mean that the
extra revenues yielded from storing power are not large enough to justify the
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investment. Because of this reason, all the NPV results given in Chapter 6 (Results
and Discussion) are relative values calculated as shown in Equation 4.41.

NPVETES - NPVref.case
NPVref.case

NPV = 100% (4.41)

The calculation of NPV et .se Was carried out for every case study as explained
below. A summary of the equations is shown in Table A.1 in Appendix A. Such
calculation was similarly performed from a conservative perspective, were no ex-
tra operational and capital costs where taken into account. The rationale behind
the calculations was the following;:

1. Firstly, the nature of the supply power has to be determined (i.e. heat or
electricity). This distinction is crucial for determining the discharging effi-
ciency to the different applications. If the supply power is heat, in order to
participate in the electricity market it should be transformed into electric-
ity and incur into Rankine cycle losses. On the contrary, if it is electric, the
energy losses do not need to be considered. This point goes hand in hand
with the next one.

2. Secondly, just like Point 1, the energy type of the energy sinks has to be
identified. The options have been classified into: heat only (i.e. energy-
intensive industry), electricity only (i.e. day-ahead market), or heat and
electricity combined (i.e. all possible applications). Similarly to Point 1,
the main consequence of this step is the determination of the discharging
efficiencies.

3. Thirdly, the boundary conditions (i.e. prices and demand) have to be anal-
ysed to calculate the optimal revenue stream. Firstly, it has to be checked
whether it is more profitable to sell power or heat, whenever both options
are available. Once this is determined, the amount of power supply has to
be compared to the thermal demand (if there is one). As long as the power
supply is larger than the demand, all the demand can be delivered. If on
the contrary the demand is larger than the available power, then only this
power can be supplied.

4. The resulting revenues have been calculated for each hour of the year, and
later on aggregated to determine the total annual revenue for the reference
case. This value was then introduced in Equation 4.40 (with no CAPEX) to
calculate the NPV f case Value.

A flow chart of the process explained above has also been included in Ap-
pendix A.



ANALYSIS APPROACH

The search for the optimal market and demand conditions should be conducted
in a way that generalized answers can be given to the research questions. With
this aim, the analysis has been based on the use of artificial input signals con-
structed from real data. This approach allowed to evaluate and isolate the impact
of key factors (e.g. average, price volatility, etc.) of each input curve (i.e. power
supply, demand curves, and price curves) on the results. By doing so, the study
of a very complex and uncertain field as it is the energy system, is narrowed
down to the independent evaluation of its constituent elements.

The generation of the artificial signals was done via the fast Fourier transform
(FFT) algorithm, herein explained. After a brief introduction to the methodology,
the resulting curves that have been used in the analysis are presented. The
chapter ends by giving an overview of the considered applications, prior to the
discussion of results in Chapter 6.

5.1 SIGNAL PROCESSING IN THE FREQUENCY
DOMAIN

Signal processing consists of the manipulation of real data with the aim to dis-
play it in a way that its information is easier to process. Among the different
types of signals, some present time-varying oscillations that enable to express
them in the frequency domain. In order to find the dominant frequencies of
such fluctuations, an spectral analysis on actual data is usually performed to
uncover hidden periodicities.

The spectral analysis can be carried out by means of the FFT algorithm, which
is an efficient tool for computing the discrete Fourier transform (DFT). In few
words, the Fourier Transform is a mathematical tool that returns the strength
Y(t) of a continuous function y(t) at a certain frequency f:

(o]

Y(F) = [y e a (51
—00

The DFT is the equivalent of the continuous Fourier Transform expressed above,

but for a finite sequence of data with N sample values. Because continuous-

time signals cannot be processed by digital computers, the original signal is dis-

cretized and the DFT is used instead. The FFT is a very computationally-efficient

algorithm of the DFT, which consists of dividing the discrete sample of data into
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two sequences of length N/2 (because of this reason, the sample data has to be
a power of two). Once the dominant frequencies have been obtained with the
FFT, they can be used to decompose the time-series into a weighted sum of sine
functions of the form:

N
F(t) = Ao+ ) A;sin(2m f; (t — 1)) (5.2)
i=1

where A, denotes the average, A; the amplitude, f; the frequency, and ®; the
phase-shift.

This periodic behaviour can be found in multiple real-life phenomenons. Of
all the pertinent signals of this study, the ones that have a clear periodic nature
are: the district heating demand, the high-temperature heat demand, and the
DA market prices. The periodicity of these signals is analyzed in depth in the
following section. The spectral analysis was carried out by means of the FFT
built-in function of Matlab.

5.2 INPUT SIGNALS MODELLING

Among the different input signals of the model, the following three were consid-
ered to have an oscillating nature and have been subject to a FFT analysis:

District heating demand (Dgpy,)
Energy-intensive industry heat demand (Dy,)
Day-Ahead electricity prices (Rej)

The spectral analysis of the aforementioned variables is presented in the next
sections. As regards the remaining input curves, namely, the power supply, the
DHN market price, and the high-temperature heat price, they were left out of the
frequency domain analysis for the following reasons:

Power supply (Psupply): depending on the nature of the power supply, the
input signal could have a periodical nature (e.g. power from a solar plant).
Nevertheless, in order to introduce some stochasticity, which is the origin
of most issues concerning renewables, an unaltered wind power curve was
used in the simulations. Because the losses in the electric heater are nearly
zero, the results also apply to a thermal input power (instead of electric).

DHN market price (Rqny): the price of heat supply to DHN is usually fixed in
bi-lateral contracts between the heat producer and the supplier. Addition-
ally, the transparency of district heating prices is very limited because this
sector is excluded from the European Energy Price Transparency Directive and
historical prices are not accessible [81]. For these reasons it was decided to
fix Rgnn to a constant value.
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e High-temperature heat price (Ry,): similarly to most natural gas supply
contracts, this price is usually agreed on a long-term supply agreement
between the heat producer and the consumer. Consequently Ry, was also
modelled as a constant value.

5.2.1  District heating demand (Dghn)

The search of aggregated information about district heating demand and prices
is a challenging task. Neither international scientific energy journal articles, nor
energy agencies such as the IEA, Eurostat, or the European Commission, pro-
vide databases or detailed reports about this market. Consequently, the district
heating load profile has been obtained from an alternative study that estimates
the demand by means of meteorological conditions and temperatures [82]. The
study gathers data from a weather station in Hamburg in the year 2012, and it
follows a methodology provided by the German Association of Energy and Water
Industries to generate the demand time series. It takes into consideration dif-
ferent types of buildings and demand (e.g. commercial buildings, residential
buildings, agriculture, etc.), and scales up the profile to match the total annual
heat consumption of the city, which is known.

Once the DHN demand was obtained, its spectral density was extracted by
means of the FFT. The results are depicted in Figure 5.1, where the dominant fre-
quencies have been highlighted. The coefficients (or amplitudes) and frequencies
that were used in the sinusoidal curves are summarized in Table 5.1. Regarding
the frequencies, they have been classified into low spectrum (frequencies larger
than a week) and high spectrum (frequencies equal or smaller than a week). As
regards the amplitudes, they are presented as a fraction of the average annual
demand.
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Frequency [1/h]

District heat consumption [MW]

Figure 5.1: Spectral density of the hourly district heating demand of Hamburg
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Table 5.1: Results from the spectral density analysis of the 2012 district heating demand
of Hamburg

f[1/h] T [day] Amplitude [% of the average demand]

Low spectrum  0.0001142  364.8 88.5 %
High spectrum  0.04168 1 18.8 %
0.08335 0.5 16.7 %

The amplitudes and frequencies are caused by seasonal and societal recur-
rences. On the one hand, the lowest frequency (i.e. 365 days) is a logical outcome
of the variation of meteorological conditions throughout the year. The ambient
temperature is the main driver of heating demand and it has an annual fluctu-
ation in most inhabited regions of the world. On the other hand, the higher
frequencies (i.e. 1 and o.5 days) are rooted in social habits and lifestyle of the
population, such as holidays, weekdays, and weekends. For instance, the daily
peaks mostly occur at 6 a.m. and 7 p.m., which are the times when the citizens
wake up and when they come back from work. Lastly, regarding the magnitude
of the demand, it is mainly driven by the number and type of consumers.

Information about the phase shifts is not given by the spectral study, thus the
phase values were introduced to align the demand spikes with the actual de-
mand. A phase of minus 7,000 hours (i.e. approximately 10 months) was added
to the low frequency element to place the higher demands on the first and last
months of the year. A phase of minus 4 hours was added to the higher frequen-
cies in order to place the demand peaks in the morning and in the evening.

The resulting district heating demand signal is shown in Equation 5.3:

N
Dain(t) = Dawn + Y_ Danni sin(27 f; (t — ¢i)) (5.3)
i—1
—_ 88.5 .
= Da [ 1 + 755 sin(2 7 0.0001142 (¢ — 7000))
18.8 .
+ 100 sin(2 7 0.04168 (t —4))
+ %g sin(2 7 0.08335 (t — 4))], Vt

Where Dy, is the average district heating demand, which will be varied in the
analysis. The resulting sinusoidal curve is plotted in Figure 5.2 together with the
actual demand.
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Figure 5.2: Real district heating demand and its equivalent artificial signal consisting of
the sum of three sines (with periods of a year, a day, and half a day)

The analysis was also carried out for a constant district heating demand, which
could be agreed, for instance, in a bi-lateral contract. In order to test such signal,
the sinusoidal coefficients of Equation 5.3 were set to zero.

5.2.2  High-temperature heat demand (Dy,)

The high-temperature heat demand sinusoidal curve was developed using data
from a real manufacturing plant. The selected plant operates continuously and
therefore has a continuous steam demand that varies following the thermal load
schedules. The spectral results are depicted in Figure 5.3 and summarized in
Table 5.2. As the actual time series consisted of daily averages, the frequencies
are given in a larger scale than the DHN data.
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Figure 5.3: Spectral density of the steam daily demand of an industry
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Table 5.2: Results from the spectral density analysis of the steam demand of an industry

Amplitude
flidayl  fla/]  Tlday] [% of the average demand]
Low spectrum  0.00293 0.000122  341.3 13.9 %
High spectrum 0.1426  0.000594 7 7.2 %
0.2852  0.011883 3.5 4.4 %

The intermittency or load schedules of industrial processes can be explained
by production requirements and by societal factors. For instance, the lowest
frequency (i.e. 341 days) is a byproduct of the summer season, which depending
on the industry may result in a lower production. In some cases, such frequency
can be also be linked to the seasonality of some industries like e.g. construction
or agriculture sectors. The remaining frequencies (i.e. 7 and 3.5 days) add up
to increase the demand profile during the week-days and decrease it during the
weekends. Such effect is clearly shown in Figure 5.4. As regards the magnitude
of the fluctuations, these values are case-specific and therefore they have been
subject to a sensitivity analysis.

Steam demand 500

(t)
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=s= Real steam
demand
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Monday
Tuesday
Wednesday
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Saturday
Sunday
Monday

Figure 5.4: Real steam demand and its equivalent artificial signal for a random week

Similarly to the district heating demand curve, the phase for each element was
found by aligning the peaks to those of the real demand. A phase of minus 250
days (i.e. 6,000 hours) was added to the low frequency component to shift the
absolute minimum to the summer period, and a phase of minus 6 days (i.e. 144
hours) was added to the higher frequencies to increase the demand in the work-
ing days and decrease it in the weekends. Because of the non-homogeneity of the
actual demand, white noise (E) was also included to increase the unpredictability
of the load throughout the week.
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These elements build up the demand curve presented in Equation 5.4.
N
Dy (t) = Dy + Y Duy,sin(2m f; (t—¢i)) (5-4)
i=1

- 13.
~ Dy 1+ % sin(2 7 0.000122 (¢ — 6000))

7.2
+ 105 Sin(2 7 0.0005942 (¢ — 144))
44
+ 100 sin(2 71 0.011883 (t — 144))] + E, V¢

Figure 5.5 shows the full year profile of the actual and sinusoidal demand
signals. The four outliers of the real demand coincide with regional holidays.
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Figure 5.5: (a) Real annual heat demand data and (b) its equivalent artificial signal con-
sisting of the sum of three sines (with periods of a year, a week and half a
week) and white noise

In order to evaluate the application of ETES in industries with a continuous
and constant demand level, simulations with constant demand curves were also
analyzed. These simulations would apply to any industry where the demand
does not change significantly over the time horizon of the simulation.

2. Day-ahead market price (Rq;)
y |y

The DA market price signals were constructed using data from two different
European markets: the German and the Spanish markets. They were chosen
among other European markets because these countries count with the largest
renewable capacity installed. Most of the simulations were carried out with the
German price characteristics, as this market is more attractive for storage due to
its higher volatility. Nevertheless, the FFT was performed for both countries to
spot potential country-specific features. The results of such analysis are shown
in Figure 5.6 and the most relevant findings are shown in Table 5.3.

In order to find the spectral densities of lower frequencies, the hourly data of
DA prices for the years 2014-2018 was also analyzed (see Appendix B). Addition-
ally, the price coefficients of Germany were adapted so the price curve had the
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same price spread as the actual one. This is an important modification, as it will
be explained in the next chapter.

oo

frequency: 0.08333 i frequency: 0.08333

~
N
T

frequency: 0.04167
| |

(]

frequency: 0.04167

I
frequency: 0.005936

frequency: 0.005936
. :

ol frequency: 0.01187
| |

Price [EUR/MWh]
N (@]

Price [EUR/MWh]

w

frequency: 0.01199
| |

0 0.02 0.04 0.06 0.08 0. 0.02 0.04 0.06 0.08 0.1

Frequency [1/h] Frequency [1/hr]
(a) Germany (b) Spain

Figure 5.6: Spectral density of the 2018 day ahead markets prices of (a) Germany and
(b) Spain

Table 5.3: Results from the spectral density analysis of the DA market prices of Germany
and Spain

Amplitude Average (R,;)

fluhl Tldayl  pir/mwni [EUR/MWh]

Germany Spain ‘ Germany Spain

Low spectrum  0.0001141  365.2 10.57 9.37 45.52 57.24
0.0002282  182.6 4.27 3.90
High spectrum  0.005936 7 13.70 2.28
0.01187 3.5 8.51 1.86
0.04167 1 7.43 3.46
0.08333 0.5 13.70 4.29

The electricity price formation is a result of many influencing factors, ranging
from fuel prices to economic activity, and more recently to renewable sources
availability. Regarding the low frequencies (i.e. 365 and 183 days), they add up
to increase the prices in the first months of the year, and to create a large spike
in September. Such spike was presumably caused by an increase in the natural
gas commodity and CO, prices, which raised the wholesale rates in Europe (see
Figure 5.7). As regards the frequencies in the high spectrum, they are an outcome
of societal factors. The living schedules raise the demand during the week with
respect to the weekends (i.e. 7 and 3.5 days), and build up two daily peaks in
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the morning and in the evening (i.e. 1 and o.5 days). The characteristics of the
traditional generation fleet align the demand peaks with price peaks, however,
the introduction of large shares of renewables may alter this relationship in the
near future.
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Figure 5.7: Evolution of the natural gas and CO, prices in the Iberian peninsula in 2018

In order to align the price peaks with the actual ones, a phase of minus 5,040
hours (i.e. 7 months) was added to the low frequencies (i.e. 365 and 183 days)
components of both, the German and Spanish prices. The phase shifts of the
higher frequencies (i.e. 7, 3.5, 1, and o.5 days) differ for each country due to the
different life schedules. In the case of Germany the phase shift was found to
be minus 3 hours, whereas in the Spain data the phase corresponds to minus 5
hours. White noise was also added to include some uncertainty and variability
to the signal. The German price, which is the one used in the simulations, is
displayed in Equation 5.5:

N
Ry(t) = Ry+ Z Repi sin(27 fi (t — ¢i)) (5.5)

i=1
R, + 10.57 sin(2 71 0.0001141 (t — 5040))
4.27 sin(2 7w 0.0002282 (t — 5040))
13.70 sin(2 7w 0.005936 (t — 3))
8.51 sin(2 71 0.01187 (t — 3))
7.43 sin(2 7t 0.04167 (t — 3))
13.70 sin(2 7w 0.08333 (t —3)) + E, Vt

+ o+ + + +

And the sinusoidal curve equivalent to the Spanish electricity price is:
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+ 4+ + +

+

N
Ry + Z Repi sin(2m f; (t — ¢i)) (5.6)

i=1
R + 9.37 sin(2 7t 0.0001141 (t — 5040))
3.90 sin(2 7t 0.0002282 (t — 5040))
2.28 sin(2 7t 0.005936 (t —5))
1.86 sin(2 7t 0.01187 (t —5))
3.46 sin(2 7 0.04167 (t —5))
4.29 sin(2 7 0.08333 (t —5)) + E, Vt

Figures 5.8 and 5.9 plot a week of the actual and sinusoidal profiles of Ger-
many and Spain, respectively. It can be observed that the volatility of the Ger-
man market is larger.
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Figure 5.8: Real weekly electricity price of Germany and its equivalent artificial signal
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Figure 5.9: Real weekly electricity price of Spain and its equivalent artificial signal
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5.3 CASE STUDIES

The input curves were used in several case studies that are defined in this section.
These applications have been classified into: Power-to-Power, Power-to-Power
and district heating, Power-to-Heat, and Power-to-Heat-and-Power.

The charging and discharging powers, discharging time, and energy capacity
rating of ETES are independent of each other and can be tailored to each specific
application. The discharging time is defined as the time it takes to discharge the
whole capacity of the storage at full power. The simulations have been carried
out for a charging and discharging power ratings of 139 MW, and two different
energy capacities. The first size consists of a storage with a discharging time of
6 hours. The second one consists of a longer discharging time of 24 hours. The
goal of testing two different capacity ratings' was to understand the impacts of
different power-to-energy ratios in the different markets.

Table 5.4: Summary of the storage power and capacity ratings used in the simulations

Charging power Discharging time Energy capacity

6h storage 139 [MW] 6 [h] 834 [MWh]
24h storage 139 [MW] 24 [h] 3,336 [MWh]

53 .1  Case 1: Power-to-Power

This case study refers to using ETES for energy arbitrage only. That is, using
the storage for charging electric power when electricity prices are low, to sell
it at a later time when the prices are higher. The layout of the system for this
application is shown in Figure 5.10.

m Psupp\y(t)
Pcurt(t)

En(t)
Eoroa(t)

Figure 5.10: Layout of the system for a Power to Power application

1 139 MW x 6 h = 834 MWh; 139 MW x 24 h = 3,336 MWh
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The analysis aimed at finding the minimum requirements for the electricity
prices and the most influential conditions for the business case (i.e. research
sub-question 3). To this end, the following variables have been assessed:

e Rankine cycle efficiency: the Rankine cycle efficiency leads to important
energy losses that limit the total amount of energy that can be sold back to
the market. Thus, the system has been evaluated for larger efficiencies in
order to assess their impact on the business case, and to determine whether
it could be worth investing in improving this feature. The assessment also
evaluates the trade-off between an increased efficiency and an increased
CAPEX, to find out if under current conditions there is a market for any
storage technology based on arbitrage only.

o Volatility of electricity prices: a business case based on energy arbitrage
only is strongly dependent on the fluctuation of prices. Because of this
reason, different electricity price profiles with varying volatilities have been
tested.

5.3.2  Case 2: Power-to-Power and district heating

This case study builds upon Case 1 by adding an extra revenue stream from heat
sales to a DHN. The main aim is to evaluate how much the revenues increase
with respect to energy arbitrage only. The layout of the system is presented in
Figure 5.11.
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Figure 5.11: Layout of the system for a Power to Power and district heating application

Similarly to the previous Power-to-Power study, the analysis aimed at iden-
tifying the answers to the research sub-question 3, namely the most relevant
boundary conditions for the business case. The analysis focused on:

e District heating price: the set of both, electricity and district heating prices,
determine the operation of the storage. Several DHN price levels have been
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modelled to observe the change in revenues with respect to changes in this
variable, as well as to find the break-even price.

e District heating demand profile: the fluctuation of the district heating de-
mand throughout the year was varied in order to examine its impact on the
business case. A constant demand profile was also tested and compared to
the oscillating demand.

e Rankine cycle efficiency: as in Case 1, the Rankine cycle efficiency was
analyzed due to its relevance in the generation of power. Therefore, this
parameter was also varied in the same way as in Case 1.

o Volatility of electricity prices: as energy arbitrage is one of the two revenue
streams of this case, the volatility of prices was studied similarly to Case 1
and the results were compared against each other.

5.3.3  Case 3: Power-to-Heat

The Power-to-Heat application refers to the use of renewable power to generate
high-temperature heat for an industry. The goal of this case was to study the
potential of ETES in hybrid heat networks. The CAPEX considered in this configu-
ration does not include the steam cycle, thus its lower than the one used in Cases
1 and 2. The layout of this case study is shown in Figure 5.12.
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Figure 5.12: Layout of the system for a Power to Heat application

The obtained results can be compared to those of the previous ones to find
which sector (i.e. heat or power) currently has the largest potential. This analysis
corresponds to the research sub-question 2. In that regard, the study has focused
on the following variables:
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o High-temperature heat price: as previously mentioned, the heat price can
have a big impact in the business case. Thus, several price levels have been
tested and the break-even prices for Germany and Spain have been found.

o High-temperature heat demand profile: the fluctuation of thermal loads
requires energy storage for time-shifting. The impact of such fluctuation
profile on the operation of the storage has been analyzed by varying the
corresponding input signal.

e Volatility of electricity prices: the electricity prices” impact on the business
case was also studied for this application. The main difference with respect
to the previous cases consists of the possibility of doing arbitrage by either
selling electricity to the DA market, or by selling heat to the thermal load.
This application therefore leverages from the difference between electricity
and heat prices.

5.3.4  Case 4: Power-to-Heat-and-Power

Lastly, all revenue streams were merged in the same configuration in order to
determine how the economics improved with revenue stacking. The modelled
configuration is depicted in Figure 5.13.
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Figure 5.13: Layout of the system with the three applications

The variables under study are all the previous ones combined:

e District heating and high-temperature heat demand levels: different con-
stant heat demand levels were tested to compare the sensitivity of the re-
sults to changes in demand, against changes in the prices.

» Rankine cycle efficiency: larger efficiencies were simulated with the aim to
observe the changes in the operation of the storage. The analysis was done
by using the break-even prices obtained from the preceding cases.
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o Volatility of electricity prices: the profitability of ETES can be optimized by
the diversification of energy sinks (i.e. electricity market, district heating,
and industrial heat). The impact of the volatility in the individual applica-
tions was the same as with revenue stacking.

5.3.5  Summary of cases

The variables analyzed in each case study are summarized and compared in
Figure 5.14.

Case 1 Case 2 Case 3 Case 4
Electricity prices v v v v
Rankine cycle efficiency v v - v
District heating price - v - v
District heating demand profile - v - v
High-temperature heat price - - v v
High-temperature heat demand profile - - v v

Figure 5.14: Summary of the case studies and their pertinent variables.
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RESULTS AND DISCUSSION

The main findings and results to provide fundamental answers to the research
questions are presented in this chapter. The analysis has been structured into
four main applications or case studies: Power-to-Power (P2P), Power-to-Power
and district heating (P2P and DHN), Power-to-Heat (P2H), and Power-to-Heat-and-
Power (P2H&P). The first one aims to assess the profitability of ETES for electricity
arbitrage only. The second case constructs on the previous one by adding an
extra revenue stream from the sale of heat to a district heat network. The third
case consists of the sale of high-temperature heat to a nearby industry, and the
last case brings together all the previous ones. The sensitivity of the results to
changes in several inputs has also been studied.

6.1 CASE 1: POWER-TO-POWER

The first case study is the analysis of ETES for only one application: energy
arbitrage. The study concludes by assessing whether the necessary market con-
ditions for achieving a positive business case are already in place.

All simulations were carried out with the price signal as expressed in Equa-
tion 5.5. This signal comprehends the DA market features of Germany in 2018,
where the average price is around 45 €/MWh and the price spread is around
17 €/MWh. The price spread is similar to the standard deviation (o), which
measures the dispersion of the set of prices from the mean (p). In a normal dis-
tribution, a standard deviation covers 68.2% of the values. In this case, it would
mean 68.2% of the prices are within the range of 17 €/MWh above or below
45 €/MWh (i.e. between 28 €/MWh and 62 €/MWh), which shows a high
volatility.

The simulations were also carried out with the real price data in order to
validate the sinusoidal signals. The obtained errors were within an acceptable
range of 3.8% and 0.05%.

6.1.1 Rankine cycle efficiency

The NPV results for Case 1 are depicted in Figure 6.1. The main findings are
summarized below:

1. The relative NPV of ETES for energy arbitrage resulted in negative values of
around -10% for the two storage capacities. These results indicate that it is
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very unlikely that under current market conditions the business model of
ETES could be based exclusively on electricity arbitrage. Notwithstanding,
the simulations did not take into account possible upside conditions, such
as high power curtailment or grid connection taxes, which could signifi-
cantly improve the business case.

2. The sensitivity analysis on the Rankine cycle efficiency revealed that the
impact of this parameter is only relevant for values above 45%, however,
these efficiencies are barely achievable due to Carnot limits. This result is
explained by the calculation below, which entails that in order to have a
positive revenue, the buying price has to be lower than the selling price
after the power losses.

. . . . EUR EUR o
Buying price < Selling price x 1] ; 28W < 62W X 1 5 Hep > 45.1%
(6.1)

Consequently, it can be concluded that the worthiness of the investing in
an efficiency improvement is directly linked to the volatility of electricity
prices. Such dependency has been approximated by the Equation 6.2. If
the minimum obtained 1y is within reach, then the efficiency improvement
should be further investigated.

(6.2)

H
€>
el U+o

3. Lastly, it is observed that regardless of the efficiency, the small scale storage
(i.e. 6h) does not reach a positive NPV. This indicates that a large energy
capacity is more profitable for electricity arbitrage because more energy
can be traded.

Relative NPV goy,
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Figure 6.1: P2P: sensitivity of the NPV to changes in the Rankine cycle efficiency, for two
different storage capacities
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In order to obtain a more cohesive picture of the overall current market for
energy storage technologies and electricity arbitrage, the following analysis was
performed. The NPV was calculated for technologies with efficiencies close to
100% (e.g. batteries), using their corresponding CAPEX. The CAPEX values were
estimated for storage capacities of 0.8 GWh and 3.3 GWh, equivalent to the ETES
systems of 6h and 24h respectively. The NPV results are compared to those of
ETES with a 100% efficiency in Figure 6.2. The main findings are:

1. The revenues obtained from doing electricity arbitrage with the most effi-
cient storage technologies are not large enough to cover their investment.
This means that, as of today, no energy storage technology can base its
business model solely on electricity arbitrage.

2. The relative NPV of the larger 3.3 GWh capacity decreases in a stronger
way (i.e. from 6% to -126%) than the smaller 0.8 GWh capacity (i.e. from
0% to -30%). This results show that the scalability of very efficient storage
technologies entails larger costs than the scalability of ETES.

Relative NPV
(%) 50%
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0% ———1

0 0/0 -

-30%

-50%

-100%

-126%

-150%

ETES ETES Other technology  Other technology .
0.8 GWh, 3.3 GWh, 0.8 GWh, 3.3 GWh, Capacity and CAPEX
CAPEX (6h) CAPEX (24h) ~ x3 CAPEX (6h) ~ x10 CAPEX (24h)  (GWh, CAPEX)

Figure 6.2: P2P: comparison of the NPV of ETES to other storage technologies with higher
efficiencies, for two different storage capacities

6.1.2 Electricity prices

To find out the impact of the price coefficients on the revenues, a sensitivity
analysis was carried out by changing each price coefficient independently and
comparing the results to the base case. In order to avoid the potential distortion
of results due to the different coefficients’ magnitude, a new artificial price signal
was developed as shown in Equation 6.3. This new signal has the same price
spread as the German price curve of 2018 (i.e. 17 €/MWh), the same average
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price, the same fundamental frequencies, and the same phase-shifts. The only
difference lies in the coefficients (A;), which all equal 10 €/MWHh.

N
Re(t) =Ry + Y 10 sin(27 f; (t—¢)), Vt (6.3)
i=1

For the sensitivity analysis the coefficients A; were increased and decreased
by 5 €/MWHh, that is, from 10 to 15 and 5 €/MWh. The average price was
also increased and decreased by the same amount, to 50 and 40 €/MWh. The
coefficients have been classified in line with their corresponding frequencies into:

Yearly: frequencies of 365 and 183 days, A; and A, respectively
Weekly: frequencies of 7 and 3.5 days, A; and A, respectively
Daily: frequencies of 1 and 0.5 days, A5 and Ag respectively

The results are shown in Figure 6.3. The base case refers to the simulation in
which all price coefficients equal 10 €/MWh. The results obtained with this new
price signal are nearly the same as those obtained with the German curve shown
in Figure 6.1. Because the results from the Rankine efficiency analysis showed
that very high efficiencies are needed to impact the NPV, all the simulations were
carried out with a steam cycle efficiency of 37%. The following observations
were derived from the analysis:

1. An increase or decrease of 50% in the price coefficients does not cause any
significant change on the NPV. The main reason is that the resulting volatil-
ity of electricity prices and the Rankine efficiency are not enough to cause
a significant change in the operation of the storage. For instance, if the new
price spreads are introduced in Equation 6.2, the minimum efficiencies re-
quired are 40.6% and 47.0%, compared to the 37% used.

2. The NPV is mostly sensitive to the average electricity price. The higher the
average electricity price, the larger the revenues and viceversa. Addition-
ally, from the results it is confirmed that larger volatilities (i.e. results for
+5 €/MWh) are beneficial for doing electricity arbitrage. Consequently, it
can be concluded that the optimal markets for electricity arbitrage are those
that present a combination of high prices and high volatility.

3. The NPV is less sensitive to yearly fluctuations in the electricity price. Be-
cause the time horizon of the simulation is only a week, the model doesn’t
perceive variations in longer timescales. As ETES is not meant to be a sea-
sonal storage, this modelling framework does not impact the conclusions.

4. The sensitivity analysis results for the small scale storage are very similar
to the large scale storage. This involves that the business case under these
conditions is more dependent on the electricity prices than on the storage
capacity.
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Figure 6.3: P2P: sensitivity of the NPV to changes in the electricity price coefficients

Discussion

From Case 1 it can be concluded that, under current market conditions,
a business model based exclusively on electricity arbitrage is not possible.
Neither for ETES nor for any other storage technology. This is due to the
fact that the difference between the buying and selling prices is not enough
to cover the investment. In order to consider such application, new market
developments should generate other incentives such as e.g. grid congestion,
curtailment, grid instability, and so on. These results coincide with the find-
ings of previous studies, which determine that electricity arbitrage only is not
enough to recover the investment. Additionally, an equation was developed
for estimating the minimum steam cycle efficiency required for observing
changes in the NPV.
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6.2 CASE 2: POWER-TO-POWER AND DISTRICT
HEATING

In the previous case it was concluded that electricity arbitrage as the only rev-
enue stream is not economically viable for storage. Because of this reason, the
economics of ETES with a new revenue stream linked to power generation is eval-
uated in this case study. Such income source consists of the heat sale to a nearby
district heating network. Given that the heat is obtained from an intermediate
step between the high-pressure and low-pressure turbines, the reward for doing
electricity arbitrage is now two-fold.

6.2.1  District heating price

The first milestone was to determine whether there are any DHN price conditions
under which the business case is positive. To this end, a constant district heating
demand equal to the maximum rating (i.e. 78 MW) was used. The resulting
NPV obtained for different constant district heating prices are shown in Figure
6.4. The conclusions of the analysis are:

1. The NPV shows a large improvement with respect to Case 1, where there
were no district heating revenues. Such improvement is more accentuated
for district heating prices above 45 €/MWh, for which the NPV increases
from -10% to at least -4%.

2. The break-even prices are: 52 €/MWh for a large energy capacity (i.e. 24h)
and 57 €/MWh for a small energy capacity storage (i.e. 6h). The reason
behind the price difference is that a large capacity is more adequate for this
market, as more electricity arbitrage can be done and therefore more heat
can be sold to the DHN.

3. Lastly, it is necessary to compare the obtained break-even prices against the
market prices of other competitor energy sources. Among the most estab-
lished energy sources for district heating, natural gas is the less polluting
fossil fuel source and therefore was used as the benchmark. The price of
this commodity has been below 27 €/MWh [83] for the last two years in
the Dutch Title Transfer Facility (TTF), which is the reference European gas
market. Consequently, if ETES needs to compete against this commodity,
there should be incentive schemes in place that reward other positive side-
effects such as: absence of emissions of the heat source, integration of RES
in the heating sector, security of supply, and so on.
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Figure 6.4: P2P and DHN: Sensitivity of the NPV to changes in the district heating price,
for two different storage capacities

6.2.2  District heating demand profile

As previously mentioned, the demand curve used in the previous section was
tixed to a constant value. Nonetheless, in many countries the district heating
demand varies with the seasons and within the same day, as demonstrated in
Chapter 5. On those grounds, the second milestone was to evaluate how the
revenues change with a demand of these characteristics. The results of both de-
mand profiles are compared in Figure 6.5. The Figure only compiles the results
for the 24h storage, as this capacity entails larger revenues, and the three larger
district heating prices. The main findings are:

1. The NPV of ETES with a variable district heating demand is lower than
with a constant load. This result is counter-intuitive as one would expect
an increased use of the storage capacity with larger demand fluctuations
(e.g. charging the storage when the demand is very low, and discharging
it when the demand increases). After a closer analysis of the results, it
was found out that the main cause of the revenue decrease is the yearly
fluctuation of the variable demand. In other words, the variable demand
is nearly zero in the summer months, and for this reason the total annual
demand and revenues are lower.

2. The sensitivity of the NPV to changes in the district heating prices is lower
for a variable demand than for a constant one. Similarly to the previous
point, this effect is a consequence of the overall lower annual demand.
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Figure 6.5: P2P and DHN: sensitivity of the NPV to changes in the district heating price,
for a 24h storage and two different demand profiles

In order to separate the effect of the yearly periodicity from the assessment of
the variability of the demand, two extra simulations were carried out. In the first
simulation the daily fluctuations of the demand were doubled (i.e. by doubling
the demand coefficient of the pertinent frequencies), and in the second one the
coefficients were halved. A close-up of the effect of the higher and lower daily
fluctuations is shown in Figure 6.7, and the NPV results for these curves are
shown in Figure 6.6. From these results it can be concluded that, on the contrary
as it was shown in Figure 6.5, a larger district heating demand fluctuation is
beneficial for the business case. Notwithstanding, it does not payoff the low
demand in the summer.
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Figure 6.6: P2P and DHN: sensitivity of NPV to changes in the daily district heating
demand fluctuations for a 24h storage

The results above are a consequence of the correlation between the district
heating demand and the DA market prices. A larger district heating fluctuation
increases the district heating demand in the mornings and decreases it at night,
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likewise to the electricity prices. This is favourable for the economics because,
tirstly, the storage can charge at night when the electricity prices and the heating
demand are at their lowest, and secondly, it can sell more heat when the electric-
ity prices are at their highest. Consequently, the overall revenues are larger.
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Figure 6.7: P2P and DHN: one week simulation of the electricity prices, district heating
demand, and district heating sales, for two different demand spreads

6.2.3 Rankine cycle efficiency

Similarly to the case without district heating, the sensitivity of the NPV to changes
in the Rankine efficiency was evaluated. The analysis was carried out for a 24h
storage, a constant district heating demand of 78 MW, and two different dis-
trict heating prices (see Figure 6.8). If the results are compared to the first ones
obtained for a 37% efficiency (Fig. 6.4), it can be concluded that there are no sig-
nificant changes in the results. For example, the break-even price only decreases
from 52€/MWh to 50€/MWh for an efficiency increase of 8.2%. In order to
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decrease the break-even price even further to 45€/MWh, an efficiency increase
of almost 20% would required. This could be due to the fact that, in this case, a
higher Rankine efficiency means lower heat available for DHN.
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Figure 6.8: P2P and DHN: sensitivity of the NPV to changes in the Rankine cycle effi-
ciency for two different district heating prices

6.2.4 Electricity prices

The sensitivity of the NPV to variations in the electricity price components was
performed in a similar way to Case 1, that is, using the base case curve from Equa-
tion 6.3. Additionally, in order to give a high-level view on how the operation
of the storage is affected by the electricity prices, the heat sales and the number
of storage cycles were also evaluated. All simulations were carried out for a 24h
storage and a DHN price of 50 €/MWh. The main findings of the sensitivity
analysis of the NPV are listed below, and the results are shown in Figure 6.9:

1. The average electricity price is the variable with the largest impact on the
revenues. The obtained results are inverse to those of the electricity arbi-
trage: the higher the average price, the lower the NPV. The explanation for
this outcome lies in the improvement of the reference case without storage,
i.e. the NPVyef case- If the electricity prices increase for a fixed DHN price, the
relative revenues obtained from heat sales decrease, hence the profitability
of ETES also decreases.

2. Among all the price coefficients, the NPV is more sensitive to changes in
the price coefficients with higher frequencies (i.e. A4, A5, A6), and among
them, to A5 (i.e. 24h period). This effect is explained by the fact that the
periodicity of the price element has the same length as the discharging time
of ETES. Consequently, the price cycles fit better to the storage cycles.
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3. Lastly, and along the same lines of the electricity arbitrage results, higher
price volatilities result in higher revenues.
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Figure 6.9: P2P and DHN: sensitivity of the NPV to changes in the electricity price
coefficients, for a 24h storage

The changes in the district heating sales are shown in Figure 6.10, as total
energy sold per total energy demand in a year. From the graph it is observed:

1. The district heating sales increase with a lower average electricity price.

Similarly to the NPV, this result should be evaluated in comparison to the
reference case. With lower electricity prices, the relative revenues from the
DHN become more relevant for the business.

2. Larger daily price variations lead to more district heating sales. This is
an effect of the correlation between the electricity prices and the demand
fluctuations, previously explained in Section 6.2.2.
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Figure 6.10: P2P and DHN: sensitivity of the heat sales to changes in the electricity price
coefficients, for a 24h storage
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Lastly, the changes in the total number of storage cycles per year are depicted
in Figure 6.11. It is observed that:

1. The most relevant coefficient is the smaller period of 12h (A6): if this coef-
ficient is increased, the price fluctuates more frequently and therefore the
storage carries out more and shorter cycles. The opposite effect occurs if A6
is decreased. This information should be mainly taken into account for the
storage wear and the lifetime of the charging and discharging equipment.

2. The second most relevant parameter is the average electricity price. As
previously mentioned, if the electricity prices are low and the DHN price
remains high, selling heat to the DHN can improve the business case. Thus,
more electricity arbitrage is done and the storage is charged and discharged
more times.
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Figure 6.11: P2P and DHN: sensitivity of the storage cycles to changes in the electricity
price coefficients, for a 24h storage

Discussion

With Case 2 it has been shown that the business model for electricity arbitrage
significantly improves if a second revenue stream is attached to it. Additionally;,
the minimum selling prices for heat have been found. These prices could be
realised only under an incentive scheme for low-emissions technologies, as
natural gas prices are still too competitive. The analysis included an assessment
on whether an improvement in the steam cycle efficiency would significantly
decrease the DHN break-even prices, which was not the case.

As regards the optimal demand profile, it has been determined that a variable
demand improves the business case when the district heating demand peaks
are simultaneous to the electricity price peaks. This takes place due to the
simultaneity between the power generation and the heat withdrawal of the
system. Since heating demand spikes occur in the morning and in the evening,
revenues could increase in a market with large shares of solar power. Because
the sunlight is directly related to the ambient temperature, low district heating




demand times would coincide with low electricity prices (i.e. at mid-day).
Notwithstanding, closer attention should be paid to the overall annual demand
as it has a larger impact on the NPv.

Similarly to Case 1, the analysis did not include other possible conditions such
as high wind curtailment or grid congestion, which would improve the results.
Lastly, it is important to mention that instead of a DHN, the extra revenue
stream could consist of a steam demand from industry. The analysis of such
demand would differ in the study of the specific load schedules and the steam
requirements.

63 CASE 3! POWER-TO-HEAT

The Power-to-Heat case study covers the sale of high-temperature heat to a ther-
mal sink. The energy can come directly from the wind farm or it can be bought
from the grid when the difference between the heat and electricity prices is large
enough. The business case therefore depends on a sole application, which has
been analyzed in depth in this section.

63 .1  High-temperature heat price

The analysis started with the search for the break-even price to reach a positive
NPV. Such study was carried out with a constant heat demand of 133 MW, which
is the maximum the system can output considering the transmission losses. Be-
cause the results were positive for relative low heat prices, the business case
under the Spanish electricity price conditions was also tested. The results are
shown in Figure 6.12. The main observations are the following:

1. The break-even prices obtained with the German prices are around 33
€/MWh for the small storage capacity, and around 35 €/MWh for the
large storage capacity. This results show that, as opposed to the electricity
arbitrage application, a large storage capacity might not be optimal. Addi-
tionally, they indicate that ETES could already be competitive with natural
gas, which in the last two years has reached prices up to 27 €/MWh.

2. The break-even prices obtained with the Spanish prices are around 57
€/MWh for the small storage capacity, and around 60 €/MWh for the
large storage capacity. These results are worse for the business case than
the ones for Germany, since the selling price would be less competitive.

3. The difference in break-even prices between Germany and Spain is linked
to the different electricity prices. Firstly, the average electricity price of
Germany is 45 €/MWh, whereas the average electricity price in Spain is
above 57 €/MWh. Because of this reason, the sale of electric power to
the DA market yields more revenues than the sale of heat in Spain and,
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therefore, the reference case is better. Secondly, the volatility of the German
market is larger, which means that the prices below the mean price are
lower in average. Due to this difference, it is cheaper to buy electricity in
Germany. This is proved by the following facts which were obtained from
the simulations:

a) Germany: the average of the prices below the mean (i.e. 45€/MWh)
is 31€/MWh. Of all the hours in the year when the prices are below
the mean price, in 74% the system buys electricity from the market.

b) Spain: the average of the prices below the mean (i.e. 57€/MWh) is
49€/MWHh. Of all the hours in the year when the prices are below the
mean, in only 56% the system buys electricity from the market (and at
a higher cost than in Germany).
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Figure 6.12: P2H: sensitivity of the NPV to changes in the heat price, for two different
storage capacities



Consequently, it can be concluded that — similarly to Case 2 — markets with
low average electricity prices and high price volatilities are advantageous for the
business case.

63 .2  High-temperature demand profile

After the break-even heat price has been found, the next step is the analysis of
the energy-intensive industry demand. The study has been divided into two:
tirst, the analysis of a constant heat demand level, and second, the analysis of
a variable demand with different standard deviations. All the simulations were
carried out with the German electricity prices and with the break-even heat price
of 35 €/MWh.

Constant heat demand profiles

The constant heat demand profiles were obtained by setting all the sinusoidal
coefficients from Equation 5.4 to zero. The main aim was to determine how
dependent the NPV is on the average demand. Because the business case in this
application is directly related to the heat sales, the latter have also been evaluated.
The NPV results are plotted in Figure 6.13, and the plots of the heat sales and the
storage cycles are included in Appendix C.

The main finding of the analysis is that the revenues do not increase linearly
with the demand, because the heat sales also do not increase linearly with it.
For instance, for a 50 MW load, it is found that the system meets the 42% of
the annual demand. However, when the load is increased to 133 MW, the sales
decrease to 21% of the total demand. Due to the fact that the selling price is the
same and the total heat sold is very similar in both cases’, the NPV results are
also similar.

This result is an outcome of the power difference between the charging rating
(i.e. 139 MW) and the demand. With a constant and continuous demand of 133
MW, hardly any power is left to be stored and used at a later time. This does not
happen when the demand is decreased to 50 MW, thus the system can charge
enough power to serve the load and heat up the storage bed simultaneously.

The difference between the thermal demand and the charging power also ex-
plains why the economics of the larger storage (i.e. 24h) are worse than the
smaller one. As the demand level decreases, more extra power can be stored in
the larger capacity and eventually the difference in NPV decreases. Lastly, if the
heat price was even higher, the heat sales and the NPV would increase as shown
in the heat price analysis in Section 6.3.1.

1 50 MW x 0.42 = 21 MW; 133 MW x 0.21 = 28 MW
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Figure 6.13: P2H: sensitivity analysis of the NPV to changes in the constant heat de-
mand level, for two different storage capacities

In view of the results, the business case for industries with constant heat de-
mand profiles would probably improve with batch (i.e. intermittent) processes
instead of continuous. This analysis is out of the scope of the research and has
been included in the recommendations for future work.

Variable heat demand profiles

Once the operation of the storage under different constant heat demand levels
has been understood, the second analysis focuses on the evaluation of different
fluctuating demands. To this end, the heat demand from Equation 5.4 was mod-
elled with an average of 70 MW and two different standard deviations, namely,
9.5 MW and 25 MW. The standard deviations were obtained by multiplying each
curve coefficient by a factor of 0.5 and 3 respectively. The results are compared
against those of the fully constant curve of 70 MW in Figure 6.14, for a heat price
of 35 €/MWh, and a 6h storage. The main results are the following;:

1. A higher fluctuation of the demand results in lower NPV. This result is
counter-intuitive, especially after the previous section where it was demon-
strated that a larger difference between the demand an the charging power
rating is advantageous. Nevertheless, it is explained by the concurrence
in time of low electricity prices and low industrial demand. This is clearly
shown in Figure 6.15, were the moving averages of the electricity prices and
the heat demand have been plotted for a whole year simulation. The simul-
taneity of low electricity prices with low thermal demand is not beneficial,
as the revenues from arbitrage are minimized (i.e. when the electricity
prices are low and the system buys power, the demand is also low and for
that reason also the revenues). This conclusion is contrary to Case 2 where
such condition is favourable, but this is due to the synchronism between
the power generation and the steam generation.
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2. The concurrence of the high electricity prices with high heat demand levels
also impact the heat sales, which decrease, and the total number of storage
cycles per year, which also decrease. The heat sales and the storage cycles
of the three curves are compared in Figures C.3 and C.4 in Appendix C.
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Figure 6.14: P2H: sensitivity of the NPV to changes in the variability of the heat demand,
for two different storage capacities
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Figure 6.15: Yearly plot of the demand moving average, the electricity prices moving
average, and a constant demand of 70 MW

Phase difference between the heat demand and the electricity price

The previous analysis on the variable heat demands naturally raises the ques-
tion about how the difference in phase between the demand and the electricity
price impacts the results. This subsection aims at providing some insight in this
regard.

With that aim, the demand curve was modified to have the 12h period only,
and the same average value as before (i.e. 70 MW). A 12h period was chosen
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because the electricity price also has a 12h component, and because the changes
in the storage cycles are easier to observe in smaller scales. The signal was then
tested with two different phase shifts: one in phase with the 12h component of
the electricity price, and another one with a 6h phase difference.

A close-up of the simulation with the heat demand and the electricity prices
with a oh phase difference is shown in Figure 6.16. Additionally, the state of
charge for the same week is included. The plot clearly shows how the de-
mand peaks coincide with the price peaks. The resulting 'heat power sold” and
‘charged power’ curves reveal that the system only charges power when the elec-
tricity prices are low enough to earn profit by selling heat.
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Figure 6.16: P2H: weekly plot of the heat demand, heat sold, charged power and elec-
tricity prices, and the corresponding state of charge of the storage, for oh
phase difference between the demand and the electricity prices

A similar close-up for the simulation with a 6h phase difference is shown in
Figure 6.17. This time it can be observed how the times of maximum prices
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coincide with the times of lowest demand and viceversa. The main difference
with respect to the previous case, is that in this one, the system can sell more
heat power. For instance, it charges during the last hours of the week (just as the
oh difference case), but it also charges and sells heat in the middle of the week.
This improves the revenues with respect to the reference case.
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Figure 6.17: P2H: weekly plot of the heat demand, heat sold, charged power and elec-
tricity prices, and the corresponding state of charge of the storage, for 6h
phase difference between the demand and the electricity prices

Lastly, it is observed that with a 6h phase difference there is less power left for
charging the storage. This trade-off should be kept in mind for the analysis of
different demand profiles.

The aggregation of the total additional power sales led to a NPV difference of
about 0.26%. In addition, an improvement of 0.04% was achieved with respect
to the fully constant signal. These results are shown in Figure 6.18.
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Figure 6.18: P2H: sensitivity of the NPV to the phase shift between the heat demand
and the electricity price, for a 6h storage

63 .3 Electricity prices

Lastly, the sensitivity of the NPV to variations in the electricity price components
was assessed in the same way as in Cases 1 and 2 (see Figure 6.19). All simula-
tions were carried out for a 6h storage and a constant heat price of 35 €/MWh.
The results resemble the results of Case 2:

1. The average electricity price is the variable with the largest impact on the
revenue. Because the NPV of the reference case without storage improves
with larger electricity prices, a high average price negatively impacts the
NPV of ETES.

2. The NPV increases with the volatility, and its sensitivity to changes in the
coefficients grows with higher frequencies. Nevertheless, the growth is not
significant.

Relative NPV 5o
(%)

4%
3%

[ 5 EUR/MWh

2% I -5 EUR/MWh

1%

0% —— <4 Base case

-1%

-2%
Average Al A2 A3 A4 A5 A6
L J L J L J

T T T
Yearly Weekly Daily

Figure 6.19: P2H: sensitivity of the NPV to changes in the electricity price coefficients,
for a 6h storage
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The changes in the high-temperature heat sales are shown in Figure 6.20 and
are equivalent to the aforementioned changes in the NPV:

1. The heat sales are mostly sensitive to the average electricity prices. The
lower the electricity price, the larger the revenues obtained from P2H arbi-
trage.

2. Larger price volatilities also lead to larger sales. The explanation is the
same as above: with higher volatilities there are periods of lower electricity
prices that, in turn, foster the heat sales.
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Figure 6.20: P2H: sensitivity of the heat sales to changes in the electricity price coeffi-
cients, for a 6h storage

The analysis concluded by evaluating the changes in the total number of stor-
age cycles per year. These are shown in Figure 6.21. The results are exactly the
same as in Case 2.
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Figure 6.21: P2H: sensitivity of the number of cycles to changes in the electricity price
coefficients, for a 6h storage
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Discussion

The comparison of results of Cases 1 and 2 with Case 3 points to the conclusion
that, under current market conditions, ETES has a larger potential in P2H than
in P2P. Such conclusion is derived from the fact that the obtained break-even
heat price is nearly competitive with natural gas. A low selling price could
be achieved by virtue of the relatively low average and high volatility of the
German DA price, which provides an opportunity for buying cheap electricity
for 'P2H arbitrage’. Additionally, the business case is also enhanced by the lower
CAPEX, which does not include the steam cycle. Thus, taking into account that
a larger penetration of RES is expected to accentuate these market conditions,
and that higher CO, taxes might further increase the costs of natural gas, this
business case will likely improve further.

Other conditions that were found to have a relevant impact on the business
case were: the demand level and the phase difference between the demand
schedules and the DA market prices. The former is strongly dependent on the
design of the power ratings of the storage, which is out of the scope of this
research. The latter is relevant for optimizing the energy arbitrage: if the low
prices coincide with demand peaks, the revenues are maximized. A real market
example of this condition would also be a market with a large share of solar
power. The industries” demand are usually higher during the day than during
the night-shifts, and higher in the winter than in the summer (only if they do
not manufacture seasonal products). These demand schedules match the solar
PV generation, which lowers the electricity prices when it is introduced in large
amounts.

Lastly and in the same way as in the other case studies, it is important to
remind that not all the potential applications were included. 'P2H arbitrage’
could also be done in order to provide e.g. grid services. Additionally, the
business case could be improved by additional external factors such as the
costs of CO, avoidance or the re-use of industrial waste heat. These additional
revenues would depend on the specifications of each application or industry,
and should be looked more into detail.

64 CASE 4: POWER-TO-HEAT-AND-POWER

The final case encompasses all the previous applications, with a view of observ-
ing how they interact among each other under different conditions.

For the sensitivity analysis, a heat price of 50 €/MWh and 35 €/MWh were
used for the DHN and the industry respectively, since these were the break-even
values found in the previous analysis. Furthermore, constant demand levels
were used instead of variable signals, in order to avoid distortions in the results.
More specifically, a district heating demand of 78 MW and a high-temperature
heat demand of 133 MW were used. Similarly to the previous case studies, the
heat sales have been expressed as a fraction of the total demand. As regards
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the electric power generation, it is expressed as a fraction of the total possible
generation (i.e. electric generation power rating times the total number of hours
in a year).

64 1  District heating price

Firstly, the NPV and the power and heat sales for different levels of district heat-
ing prices were obtained. The main objective of this analysis is to learn about
how the NPV increases with revenue stacking, and how these revenues are re-
structured when the DHN price is increased. The results are shown in Figures
6.22 and 6.23, and the major findings are summarized below:

1. The break-even DHN prices do not significantly change with respect to Case
2. They remain 52 €/MWh for the 24h case, and they sightly decrease from
57 to 55 €/MWh for the 6h. This is due to the fact that the industrial heat
sales barely contribute to the NPV. They decrease from 21% of the total de-
mand in Case 3, to 9% in the smaller scale storage, and to 3%?3 in the larger
scale storage (for the initial district heating price of 50 €/MWh). From the
aforementioned results, it can be concluded that under the considered price
conditions, it is more profitable to generate electricity and steam than heat
for an industry.

2. The extra CAPEX belonging to the steam cycle has a very relevant impact
on the business case. Under the same high-temperature heat conditions in
Case 3, the NPV was around 1%, whereas in this case is negative.

3. Similarly to the “electricity arbitrage” in Cases 1 and 2, a large scale energy
storage is more advantageous.
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Figure 6.22: P2H&P: sensitivity analysis of the NPV to changes in the DHN price, for
two different storage capacities

2 133 MW x 0.09 = 12 MW
3 133 MW x 0.03 = 4 MW
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Figure 6.23: P2H&P: sensitivity analysis of the electric and thermal discharged powers
to changes in the DHN price

6.4.2 District heating demand

After the district heating prices have been investigated, the constant district heat-
ing demand level has been varied to determine whether the results are more
sensitive to changes in this variable, or to changes in the prices. The NPV results
are depicted in Figure 6.24, and the power sales are shown in Figure 6.25.

By observing the plots it can be concluded that the NPV is more sensitive to
changes in the prices than to changes in the DHN demand. This is due to the
fact that the DHN sales do not increase linearly with the demand. For instance,
when the demand is on the lower end, i.e. 30 MW, 30% of this value is served#.
Conversely, when the demand is the maximum possible, i.e. 78 MW, the power
sold decreases to 23% of the total demand>. On a final note, it is also noticed
that as the demand level decreases, also does the difference between the NPV of
the 6h and the 24h storage systems. For low demand levels, on the range of 30
MW, the NPV of both storage capacities is very similar. This is a result of lager
high-temperature heat sales in the 6h storage (i.e. 19%), which compensate the
lower revenues from the sale of electricity and heat to the DHN.

30 MW x 0.30 =9 MW

5 78 MW x 0.23 = 18 MW
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Figure 6.24: P2H&P: sensitivity analysis of the NPV to changes in the DHN demand, for
two different storage capacities
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Figure 6.25: P2H&P: sensitivity analysis of the electric and thermal discharged powers
to changes in the DHN demand

643 High-temperature heat price

After the two defining variables for the DHN application have been studied,
namely the price and the demand, the same analysis is performed in this section
for the high-temperature heat sales. The main goal is to determine the minimum
price under which the industrial sales are balanced with the power and steam
ones. The main findings are the following (observed from Figures 6.26 and 6.27):

1. The break-even prices increase from 33 and 35 €/MWh in Case 3, to around
41 and 42 €/MWh for the 6h and 24h storage sized respectively. The main
reason is the increase in CAPEX caused by the steam cycle, which in Case 3
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was not included. Because the increase in CAPEX is relatively larger for the
small storage (increase in storage capacity vs. increase in cost), the impact
in the break-even price is larger. Thus, the NPV of the 24h storage improves
and steps closer to the 6h.

2. The gradual increase in the heat price clearly results in an increase of heat
sales to the demand. In the 6h storage example, the industrial heat sales
surpass the DHN under a 40€/MWh price. This means that for a selling
price of 40€/MWh or above, the industrial heat sales become the first in-
come source. In the 24h example, this development takes place for heat
prices of 45 €/MWh or higher.
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Figure 6.26: P2H&P: sensitivity analysis of the NPV to changes in the high-temperature
heat price, for two different storage capacities
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Figure 6.27: P2H&P: sensitivity analysis of the electric and thermal discharged powers
to changes in the high-temperature heat price
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644 High-temperature demand profile

The sensitivity of the NPV shown in the previous section, are now compared to
the sensitivity of revenues to changes in the high-temperature heat demand. The
analysis of the impact of different constant demand levels between 50 MW and
133 MW, is shown in Figures 6.28 and 6.29. The results show that the variation of
the heat demand from industry, barely affects the NPV. This result is an outcome
of the total heat sales remaining approximately constant after each demand vari-
ation. The reason for this was explained in Case 3, Section 6.3.2. Additionally,
the used heat price (i.e. 35 €/MWh), is below the new break-even price (i.e. 41
€/MWh) and therefore the sale of heat to the DHN remained the most profitable
revenue stream. Since the heat sales remained nearly constant, also did the DHN

heat sales.
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Figure 6.28: P2H&P: sensitivity analysis of the NPV to changes in the high-temperature
heat demand, for two different storage capacities
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Figure 6.29: P2H&P: sensitivity analysis of the electric and thermal discharged powers
to changes in the high-temperature heat demand
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| RESULTS AND DISCUSSION

645 Rankine cycle efficiency

Lastly, the impact of the steam cycle efficiency on the NPV has also been evaluated
as in the previous Cases 1 and 2 (Figure 6.30). This time, a detailed examination
of the implication of this parameter on the heat and power sales has also been
included (Figure 6.31).

The inquiry was conducted with the reference prices of 50 €/MWh and 35
€/MWh, for the district heating and high-temperature heat respectively. From
the curves the following is observed:

1.

Relative NPV 404

(%)

The 'break-even’ efficiency improves slightly with respect to the value ob-
tained for Case 2. This is a result of the extra revenues from industry,
which increase the overall NPV. In accordance to what was already con-
cluded, the increase in efficiency does not lead to positive NPV results with
small storage capacities.

In absolute terms, a 15% increase in efficiency results in around a 2% in-
crease in the NPV. Because of the relatively low increase in revenues, the
cost of such efficiency enhancement should be evaluated in comparison
with the extra NPV obtained.

. Regarding the changes in power sales, an increased efficiency leads to

larger electric power sales and lower DHN sales. More concretely, the elec-
tric power sold increases by 11% (i.e. for the 6h storage) and 13% (i.e. for
the 24h storage) for a total increase in efficiency of around 15%. Due to the
higher efficiency of the turbine or steam cycle, less heat can be extracted for
the district heating, hence the DHN sales decrease. Lastly, also an increase
in industrial heat sales is observed, due to the larger availability of power.
Notwithstanding, this increase is almost negligible.
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Figure 6.30: P2H&P: sensitivity analysis of the NPV to changes in the Rankine cycle

efficiency, for two different storage capacities
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Figure 6.31: P2H&P: sensitivity analysis of the electric and thermal discharged powers
to changes in the Rankine cycle efficiency
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The same analysis was performed for a DHN price of 55 €/MWh, and a high-
temperature heat price of 40€/MWh. The obtained results are given in Ap-
pendix C, in order to expand the understanding on the impacts of these prices.

646 Competitiveness of ETES with natural gas

Lastly, in view of the previous findings, a closer study of the selling heat price
has been performed to compare it with natural gas in Figure 6.32.

2030 expected

CO2 price
Heat price 30 'v
(€/MWh) :
70 i
i NG Price
60 scenarios
i 30 €/MWh
! 25 €/MWh
! 20 €/MWh
10 E
0 : CO, price
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Figure 6.32: Maximum heat price to be competitive with natural gas considering CO,
prices, for three different natural gas scenarios

97



98

Figure 6.32 shows three possible scenarios for the price of this commodity
in 2030, namely, 20, 25, and 30 €/MWh. Because the burning of natural gas in-
volves CO, emissions [84], the CO, taxes will rise the cost of using this commodity.
Many price forecasts predict a maximum CO, price of 30€/EUA (i.e. 30€/t) in
2030 [85]. Thus, the maximum selling heat price can be obtained as the price
paid to obtain the same amount of energy by burning natural gas, in addition
to the CO, price attached to it. The figures have been developed considering a
boiler efficiency of 80%.

As shown in the figure above, the increase of CO, prices will improve the busi-
ness case for ETES. Additionally, it can be seen that even for very low CO, prices,
ETES could be competitive in the high-temperature heat market (i.e. Case 3) with-
out the need for further developments. In the case of heat sales to a DHN, high
CO, price will be required to be competitive with natural gas, or alternatively
other incentives for low-carbon heat.

Discussion

The main aim of Case 4 was the evaluation of the storage performance and the
revenue forming, when the three available applications are combined: electric
power sale to the DA market, heat sale to a DHN, and heat sale to an indus-
try. The main intake from the results is that the relevance of each application
strongly depends on the selling price. The selling price of each market ac-
tively influences the revenue stacking structure and the distribution of energy
resources, and particularly more if compared with the analysis of the demand
level. For example, due to the combination of revenue sources, the break-even
price for the DHN heat is slightly improved. However, the high-temperature
break-even price is increased due to the increased CAPEX, which in this case
includes the steam cycle. Keeping this in mind, it is concluded that when-
ever there is the possibility for revenue stacking, the sizing of each discharging
equipment should be tailored to optimize the revenues of each stream accord-
ing to its potential and to minimize the investment costs. This requires a dedi-

cated assessment of the individual contractual conditions of each specific case.




CONCLUSIONS

The conclusions of the conducted study as well as some recommendations for
future work are herein provided. The conclusions are presented by responding
the three sub-questions that have structured this project. The answers have been
deducted from the results of the research and from the sensitivity analysis per-
formed on the most relevant variables. Detailed information about the model has
been presented in Chapter 4, and the outcomes of the study have been given in
Chapter 6. The thesis concludes by identifying the missing elements that should
be object of future investigations.

7.1 RESEARCH FINDINGS

The main goal of this thesis was to assess which market conditions are optimal
for the commercial implementation of ETES, by means of the development of a
detailed model of the technology. The most relevant research findings are listed
below.

1. How should a programming-based model be formulated to evaluate the
thermodynamic performance of ETES and its implementation for different ap-
plications?

The novelty of the Electric Thermal Energy Storage and its limited integration in
the energy system has resulted in few academic studies about this technology. As
pointed out in the Literature review, the few works that include electrothermal
storage make use of greatly simplified approaches or focus on niche applications.
Consequently, the first aim of this thesis has been to create a model of the tech-
nology from the start, covering its most important components and describing
its operation in detail.

Firstly, in order to assess the business potential of ETES, the model has been
constructed based on an optimization approach following a revenue maximiza-
tion goal. The maximization of revenues has been selected as the objective func-
tion since this approach enables to assess the commercial implementation of the
technology. Once the maximum revenues under certain conditions had been
obtained, the net present value (NPV) of the technology has been compared to
a reference case without storage in order to determine its commercial viability.
Such exercise has shown that, even though the economics are positive for some
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applications (i.e. positive NPV), the need for storage is not enough to justify the
investment (i.e. negative relative NPV).

Secondly, the constraints have been modelled with a great level of detail in or-
der to include important efficiency parameters and mechanical restrictions that
influence the operation of the system. The energy content of the storage has been
formulated in thermodynamic terms as a means to gain a better understanding
of the dynamics of the system. This approach enables to, for instance, under-
stand the air flow requirements of the air pipes, or the exergy content of the
storage bed. As regards the technical constraints of the charging and discharg-
ing cycles, they provide valuable data concerning the expected operability of the
asset. The developed approach additionally facilitates simulations with other
working temperatures, materials, and so on. The great majority of the equations
are a contribution of this thesis project and only a few constraints, mainly from
the unit commitment, have been obtained from the Literature.

Thirdly, the overarching goal of the thesis required the evaluation of the stor-
age technology for any kind of energy input and output, i.e. heat or electricity.
The versatility of the model allows the use of any input signals, namely, any
power supply source, district heating demand, and high-temperature heat de-
mand. Similarly, the electricity and heat prices can be varied to observe their
effect on the storage. The equations are presented in such a way that the desired
level of granularity can be chosen by deciding the length of the time steps, and
the simulation horizon can be tailored to adjust the level of uncertainty.

Lastly, the need to carry out multiple simulations with different inputs and
conditions demanded a short computational time. In view of this, the model
is formulated with linear equations that, due to the lower time requirements,
enabled the addition of more constraints and model components. Despite the
fact that some non-linear terms could have increased the accuracy of some ther-
modynamic behaviours, first attempts revealed that such approach would have
resulted in very long simulation times (on the day(s) scale). This conclusion coin-
cides with the findings of previous academic studies about programming-based
models.

2. Which is the most promising energy market for the integration of ETES
into the future energy system and what future developments will have to take
place to open up new markets?

The research has included the investigation of three main energy markets or
applications: the sale of electric power to the day-ahead market, the sale of high-
temperature heat to an industry, and the sale of heat as a by-product of power
generation to a district heating network (DHN).

The main conclusion from the results is that, due to the low investment needs
and due to the high discharging efficiency, the application that currently yields
the largest profit is the sale of high-temperature heat to an industry. Under
such application, the minimum selling price to cover the investment is already
in the range of natural gas commodity prices, which at the present time can be
considered the main competitor.



Regarding the other two remaining applications, several market developments
will have to take place to enable the implementation of ETES. In order for the busi-
ness model to be based exclusively on electricity arbitrage, it has been demon-
strated that the volatility of the electricity prices will have to reach very high
levels. Additionally, the analysis has shown that this is the case for virtually
all electricity storage technologies. Despite the fact that a high penetration of
renewable energy sources could increase the volatility of prices, it is likely that
market mechanisms would simultaneously emerge to dampen the price oscilla-
tions. Thus, the electricity arbitrage application would have to be in place along
with other incentives, such as high renewable power curtailment, high imbal-
ance penalties, or provision of grid services. The likelihood of these conditions
will increase due to the high renewable power shares targets of many economies.
If the sale of heat to a DHN is added to electricity arbitrage, the business case
significantly improves. However, the minimum heat selling price is still high
when compared to natural gas. Consequently, in order for ETES to be competi-
tive in this respect, incentive schemes for low carbon-heat such as high CO, prices
would have to be in place.

This conclusion is in line with the results found in the Literature, which point
to P2H as the most promising application for electrothermal storage. Notwith-
standing, the present research includes a more granular assessment and an ex-
haustive sensitivity analysis of the results to the demand and price conditions.
Regarding the applications involving electricity generation, also similar conclu-
sions to previous academic studies have been reached. Previous authors have
determined that electrothermal storage could have a business case based on elec-
tricity arbitrage, only along other purposes such as grid extension avoidance.
Additionally, it has been confirmed that the business case in this application can
improve with DHN, since the technology can leverage from the temporal correla-
tion of high wind speeds (i.e. power supply) and high heating demand.

3. Which are the most relevant boundary conditions of the heat and electricity
sectors that SGRE developers should consider for the commercial positioning
of ETES?

Two main boundary conditions of the heat and power sectors have been con-
sidered in this thesis: selling prices and demand levels. Multiple sensitivity
analysis have been carried out on the day-ahead electricity prices, on the district
heating price and demand, and on the industrial heat price and demand. The
results indicate that the revenues are more dependent on the prices than on the
level of demand.

Regarding the day-ahead electricity price, it has been proven that the average
is the most determinant component. The results show that if ETES is installed
for a P2H application, the higher the average electricity price, the lower the heat
sales and revenues. This effect takes place because when the average electricity
price is increased, the income from this revenue stream increases with respect
to the one from heat sales. Thus, the installation of ETES for supplying heat
to a thermal sink becomes more trivial and the business case worsens. This
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has been demonstrated by comparing the profitability of ETES in Germany and
Spain, which are countries with very different average day-ahead prices, and by
several sensitivity analysis. On the contrary, when electricity arbitrage is the only
revenue stream and there are no heat sinks, a high average price yields larger
revenues and the business case improves.

As regards the electricity price volatility, it has been demonstrated that the
daily fluctuations have to be very large in order to improve the business case.
The fluctuations with the smaller periodicities (i.e. periods of 12 and 24 hours)
are the ones that have a major impact on the revenues due to the charging and
discharging times of the storage (i.e. 6 hours and 24 hours). This means that
larger intra-day price fluctuations are beneficial due to the increase in revenues
from electricity arbitrage: the system can charge power at lower prices compared
to the selling prices. This has been demonstrated with the sensitivity analysis
performed on each price coefficient, and had a positive effect in every single
application. Additionally, it has been demonstrated that the more frequent com-
ponent of the price (i.e. period of 12 hours) is the one with the largest impact on
the storage cycles: bigger fluctuations lead to more cycling. This should be taken
into account for the wear of the system components, which may affect the op-
erational and maintenance costs. It is difficult to predict which generation fleet
or market developments will increase daily fluctuations of prices, nevertheless,
it has been suggested that markets with large shares of solar energy could have
this characteristic.

With respect to the extraction of heat from the steam cycle for district heating,
both the selling price and the demand have been analyzed. Regarding the break-
even price to cover the investment of the steam cycle, it was found to be high,
and especially when compared to other competitor technologies. This is a result
of the low efficiency of the Rankine cycle, which requires large electricity price
fluctuations to leverage from them. An initial estimation of the effect of improv-
ing such steam generation efficiency resulted in modest revenue improvements.
Consequently, a more detailed analysis of the required costs for the enhancement
of the system should be carried out and compared to the increase in revenues.
With respect to the demand, it was found that the simultaneity of high electric-
ity prices and demand is beneficial for the revenues due to the simultaneity of
outputs. Moreover, having a high demand over the whole year is very relevant,
which is not the case in many cities where the demand drops significantly in the
summer. Thus, this application should also be considered for other heat sinks,
such as for instance an industry with lower temperature requirements.

Lastly, the analysis of the sale of high-temperature heat to an energy-intensive
industry was also performed. The obtained break-even price of heat was low
compared to the average electricity price. This is a result of, first, the high volatil-
ity and low average of the German electricity price, and second, the lower cost
and higher efficiency of the discharging cycle (compared to the Rankine cycle).
The first condition is likely to improve further due to a large penetration of
renewables, thus, it can be expected that the business case will also continue
improving. With respect to the demand, a high average demand and large fluc-
tuations were estimated to be the optimal conditions. The correlation of the



demand fluctuations with the price fluctuations was also found to have an im-
pact on the economics; if high heat demand periods coincide with low electricity
prices, the revenues from 'P2H arbitrage’ are maximized. Markets with large
shares of solar power could also be attractive in this respect.

7.2 RECOMMENDATIONS FOR FUTURE WORK

In the course of this thesis several areas of improvement of the model and the
analysis have been identified. The main recommendations for future investiga-
tions are the following:

Applications of ETES

An overview of all the potential applications of ETES has been provided. The
three that were considered the most relevant have been included in the model
and studied in more detail. Notwithstanding, the system conditions may evolve
in a way that other applications emerge as more promising. Consequently, a
deeper market analysis, including an investigation of different regulatory frame-
works, would be beneficial in order to determine which applications should also
be studied in depth next. As regards the model, any application could be added:
grid services, imbalance and curtailment mitigation, industrial waste heat recov-
ery, increased flexibility for power generation, and retrofit of polluting power
plants. The first two would require the formulation of additional constraints,
such as for instance minimum energy reserves or a new imbalance price input
curve. The remaining would entail a detailed evaluation of the reduction of fuel
usage, as well as of the investment costs and savings from existing equipment.

Model formulation

The linearization of the optimization problem decreased the computational time,
nevertheless, this was at the expense of the simplification of some constraints. To
begin with, the model does not currently differentiate among a cold start, a warm
start, or a hot start. Such classification would allow to tailor the start-up times
and costs to each condition. Secondly, the state of charge of the storage has been
modelled by means of state variables. The corresponding constraints could be
modified and expressed in relation to the temperatures inside the packed bed,
which vary with time. Similarly to the energy content, the exergy losses have
been approximated by a linear function and could be expressed as a function
of the temperatures instead. Lastly, the efficiency of the steam cycle has been
modelled as a constant value. It is known that the efficiency actually evolves in
time and depends on the output power. Thus, a dynamic efficiency would also
improve the accuracy of the results.

Analysis of the boundary conditions
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The spectral analysis has been performed using some representative curves for
each revenue stream due to the time constraints. Consequently, additional anal-
ysis should be carried out with more heterogeneous boundary conditions (e.g.
from developing countries) in order to diversify and compare the results for
each input. Regarding the modelling of the high-temperature heat demand, all
the tested demand profiles were continuous and non-intermittent. It is consid-
ered that the analysis should be expanded to batch process with periods of no
demand. Likewise, the sensitivity of the results to changes in the supply power
should also be evaluated. Other commercial applications such as the supply
of power with a power purchase agreement should also be considered. Lastly, it
would be interesting to carry out a thorough analysis of the relationship between
the design of the storage and the different boundary conditions.
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A REFERENCE CASE

This appendix includes the methodology for the calculation of the revenues of
the reference case without storage. The results obtained from these calculations
have been used to obtain the relative NPV, which indicates whether an investor
would profit from installing ETES or not.

Table A.1: Revenue calculation for the reference case without storage

Input type Revenue streams Condition Condition Revenue
Psupply(t) Rei(t), Ren(t) 1 2 reference case
Heat Heat Psupply(t) >D(t) D (t) R (t)
D (t) >Psupply(t) Psupply(t) Rin(t)
Electricity Nel Psupply (t) Rei(t)
Heat and Nel Rep(t) >
electricity R (t) Tl Pupply (t) Raa(t)
D (t) Rin(t) +
P t) >Du (t
Rth(t) > supply( ) th( ) Nel [Psupply(t) - Dth(t)] Rel(t)
Tel Rel(t) D (t) >Psupply(t) Psupply(t) Rin(t)
Electricity = Heat Psuppty(t) >Din(t)/nin - Din(t) Ren(t)
D (t)/nin >Psupp1y(t) Nth Psupply(t) Ren(t)
Electricity Psupply(t) Ren(t)
Heat and Rq(t) >
electricity Neh Rin(t) Peuppry (t) Rai(t)

Din(t) Rin(t) +
Neh Rth(t) [Psupply(t) - Dth(t)/ 7’]t‘h] Rel(t)

>Re(t) D (t)/ Nth >Psupply(t) Nth Psupply (1) Rin(t)

Psupply(t) >D, (t)/ Nth
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B FOURIER ANALYSIS

The prevailing yearly frequencies for the German and Spanish electricity day-
ahead markets are shown below. These frequencies have been obtained from

historical data from the year 2014 until the year 2018, and they have been used
in the creation of the artificial signals.
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Figure B.1: Spectral density of the day-ahead market prices of Germany and Spain, from
2014 to 2018
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C ADDITIONAL SIMULATION RESULTS

C.1 POWER-TO-HEAT
The following figures depict additional simulation results of Case 3.

Constant heat demand profile analysis

Heat sale [% of 50%
total demand]
%

(%) 45% &

40% @
=@ 6h
35% \ k= 24h
30%
25%
20%
50 MW 70 MW 100 MW 133 MW Heat demand
(MW)

Figure C.1: P2H: sensitivity analysis of the heat sales to changes in the constant heat
demand level, for two different storage capacities
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Figure C.2: P2H: sensitivity of the number of cycles to changes in the constant heat
demand level, for two different storage capacities
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Variable heat demand profile analysis

The following two plots show the variation in the heat sales to an industry, as
well as in the storage cycles, for different standard deviations of demand.

Heat sale [% of 40%
total demand]
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35%
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Figure C.3: P2H: sensitivity of the heat sales to the variability of the heat demand, for
two different storage capacities
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Figure C.4: P2H: sensitivity of the number of cycles to the variability of the heat demand,
for two different storage capacities

Phase shift analysis

The following two plots show the variation in the heat sales to an industry, as
well as in the storage cycles, for different phase shifts between the heat demand
and the electricity prices.
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Figure C.5: P2H: sensitivity of the heat sales to the phase shift between the heat demand
and the electricity price, for a 6h storage
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Figure C.6: P2H: sensitivity of the number of storage cycles to the phase shift between
the heat demand and the electricity price, for a 6h storage

C.2 POWER-TO-HEAT-AND-POWER
Rankine cycle efficiency

In order to observe how the efficiency analysis changes with a larger DHN price,
the same study was done with a district heating price of 55 €/MWh and the
same industrial heat price of 35 €/MWh. The NPV results are shown in Figure
C.7, and the amount of power discharged to each application is presented in
Figure C.8.

1. Due to the larger price all NPV increase and turn positive for all efficiencies,
with the only exception of the 6h storage and an efficiency of 36.8%.
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2. The change in NPV per change in the Rankine cycle efficiency smoothens,
mainly in the 24h storage. This can be explained by looking at the sales
graph, where it is observed than the extra increase in electric power sales
(i.e. from 13% under a 50€/MWh price to 14% for 55€/MWh) is balanced
out by a larger decrease in the DHN sales (from -5% to -6%).
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0%

-2%

-4% )
36.80% 40% 45% 50% Raplgne cycle
efficiency
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Figure C.7: P2H&P: sensitivity analysis of the NPV to changes in the Rankine cycle
efficiency, for a higher DHN price
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Figure C.8: P2H&P: sensitivity analysis of the electric and thermal discharged powers
to changes in the Rankine cycle efficiency, for a higher DHN price

Lastly, the same exercise was done for a larger high-temperature heat price of
40 €/MWh (Figures C.g and C.10). It is noticed that:

1. The results improve in a lower magnitude than with the increase in the
DHN price.
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2. Additionally, the 6h results improve more compare to those of the 24h

3. As it was expected, the heat sales to industry remain nearly constant and
the electric power sales increase, but in a lower scale
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Figure C.9: P2H&P: sensitivity analysis of the NPV to changes in the Rankine cycle
efficiency, for a higher industrial heat price
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Figure C.10: P2H&P: sensitivity analysis of the electric and thermal discharged powers

to changes in the Rankine cycle efficiency, for a higher industrial heat price
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